Co-clustering or Bi-
clustering
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Clustering

e m points in R~

e Group them to k clusters

e Represent them by a matrix 4A&Rm*»

— A point corresponds to a row of 4
e Cluster: Partition the rows to %
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Co-Clustering

e Co-Clustering: Cluster rows and
columns of 4 simultaneously:
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Motivation: Sponsored Search

Also try: car insurance guotes. (heup car insurance. Qeco car insurance Moce

YasHoO!

ANG Auto Insurance - nstant

GEXCO Car Insurance
CEX0 com - GECO codld saw you over 3500 Get an matant lnsurance guote
Progressive Car Insgrance Ofical Sie
Mee Corm G

Esurance - Qo Auto Insurance
wran

AAA Insurance
P ——

o ogrew Gt our 130es and our 125 compettons’ Yow could saw hundreds

am - Gat 3 Quote  compare Quates and Buy your polcy mstantly onlne

W rsarance - Get 10% o your 3ats polbcy whan you e your 25 A home with

UiE

AV oma Insurance Quoles
2 1.

SONNERR AL W anie Qated

pforma Car Insurancs

1 Alstate - Auto Inserance Quote Ancoymous Ondne Car Insurance ..

Revards Safe Dover Borus. & New Car Replacerment
Aldiate Auds mrance ool ey
] st prv @ aliinte

Save on Caw Irmarance wit Your Ohoce Auts Inurance Accdent Fagraness Deductble
D»

2 Esurance com . Onkne Auto Quotes, Compansons and Besouces
A2 Enssance save hundreds o0 your 320 lasurance 30dsy by companng quates calne
i et A Oucte

Ehry. gt Cor inswrance v 10
4 with SOty WA N
Theleneral com

Ao Insurancs Quotes

et Free Quote Bom Libety Vel

No Ctbganan Aggly @ Mantes
tortyMusual com

USAA Ao Insurance
Setich And Youw Could Sove Vi

Advertisers bid on keywords
A user makes a query

Show ads of advertisers that are relevant and have high bids

User clicks or not an ad

Ads
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Motivation: Sponsored Search

e For every Keywords Advertisers
(advertiser, keyword) pair

bids, clicks or impressions wviallbets.com

we have: cricketbag
- Bid amount Wi
- Impressions
- # clicks ! o ‘ |
e Mine information at query
time
- Maximize # clicks /
revenue ] v trainsports.com

Wednesday, December 4, 13



Co-Clusters in Sponsored Search

__{Bids of skis.com

for “ski boots”

All these keywords are relevant
to a set of advertisers

/
Ski boots ==
Vancouvdqr
Air Skis.com
France

Markets = co-clusters
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Co-Clustering in Sponsored Search

Applications:

e Keyword suggestion
— Recommend to advertisers other relevant
keywords

e Broad matching / market expansion
— Include more advertisers to a query

e Isolate submarkets
— Important for economists
— Apply different advertising approaches

e Build taxonomies of advertisers / keywords
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Clustering of the rows

e m points in R~

e Group them to k clusters
e Represent them by a matrix AR

— A point corresponds to a row of 4
e Clustering: Partitioning of the rows into & groups
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Clustering of the columns

(=2

e n points in R”

e Group them to k clusters
e Represent them by a matrix AR

— A point corresponds to a column of 4
e Clustering: Partitioning of the columns
into &£ groups
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Cost of clustering
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Original data points A

Data representation A’

* In A’ every point in A (row or column) is replaced by the

corresponding representative (row or column)

* The quality of the clustering is measured by computing
distances between the data in the cells of A and A’.

* k-means clustering:

cost =31 . 21 m(Ai)-A’G))?

* k-median clustering:
cost=2 ., , Zj=1...m |AGH)-AG) |
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Co-Clustering

e Co-Clustering: Cluster rows and columns of AER™" simultaneously
e k row clusters, £ column clusters

* Every cell in A is represented by a cell in A’
*All cells 1n the same co-cluster are represented by the same value in the cells of A’

3 0 68 9 7
2 3 4112 8 10
1 2 3|10 9 8
0O 8 48 9 7
2 4 3|11 9 10
16 10 13 7 5
10 8 9 3 7

Original data A

3 3 3|9 9 o9
3 3 3|9 9 o9
3 3 3|9 9 o9
3 3 3|9 9 o9
3 3 3|9 9 o9
1 11 M|5 5 5
1 11 M|5 5 5
Co-cluster

representation A’
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Co-Clustering Objective

F ti

3 0 6/|[8 9 7 uncton 3 3 39 o 9
2 3 4|12 8 10 3 3 3|9 9 9
1 2 3|[10 9 8 3 3 3|9 9 9
0o 8 4|8 . 9 3 3 3|9 . 9
2 4 3|11 9 10 3 3 3|9 9 9
16 10 13| 6 7 5 T 11 1|5 5 b5
10 8 9 3 7 1 11 1|5 5 5

* In A’ every point in A (row or column) is replaced by the
corresponding representative (row or column)

* The quality of the clustering is measured by computing
distances between the data in the cells of A and A’.

* k-means Co-clustering:

cost = Zi=1...n Zj=1...m (A(i!j)_A,(i’j))z
* k-median Co-clustering:

cost =2 . 21 m|AGD-AG)]
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Some Background

- A.k.a.: biclustering, block clustering, ...

* Many objective functions in co-clustering
— This is one of the easier
— Others factor out row-column average (priors)

— Others based on information theoretic ideas (e.g. KL
divergence)

* A lot of existing work, but mostly heuristic
— k-means style, alternate between rows/columns
— Spectral techniques
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Algorithm

1. Cluster rows of 4

2. Cluster columns of 4

3. Combine
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Properties of the algorithm

Theorem 1. Algorithm with optimal row/column
clusterings is 3-approximation to co-clustering
optimum.

Theorem 2. For L, distance function, the algorithm with
optimal row/column clusterings is a 2-approximation.
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Algorithm--details

Clustering of the n rows of A assigns every
row to a cluster with cluster name {1,...,k}

— R(1)=r; with 1< r, <k

Clustering of the m columns of A assigns
every column to a cluster with cluster name

{1,...,0}
- C(j)=qwith 1= ¢, =¥
AGiyj) = {r,c}

(i) is in the same co-cluster as (1’))’) if
A'(i,j)=A’(")j")
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