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Online-Review Portals

User-generated content

Help customers make informed decisions

amazgﬂ;ﬁg[ﬂ; tripadvisor'

get the truth. then go.*

RATE MY

PROFESSORS

v 1 million professors
over 6 million opinions




The Ecosystem of Review-
Management Systems

Users-Customers:
— Read reviews to form opinions

Users-Reviewers:

—  Write reviews to express opinions

Users-Merchants

— Receive reviews about their products and
services



Problems

Customers
Information Overload

Reviewers
Motivation and Utilization

Merchants
Merchant Feedback
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Information overload

SHOPPING Now:
THIS LAMP IS PRETYY.

TS GOT 1% STARS ON
AAZON. REVIEWSALL
SAY B AVOID THAT BRAND,

Yic:

THIS ONE HAS GOOD REVIEWS.

WATT, ONE GUY SAYSWHEN
HEPLUGGED T IN, HE GOT A
METRLWIC TRASTE N HtS MOUTH

AND HIS (ATS WENT DEAF,

&;Q\ S

WHAT ABOUT— ...NO
REVIEW POINTS OUT IT
RESBMBLES A UTERUS,

OK, T FOUND A SrSS LAMPMAKER
WITH PERFECT REVIEWS. HER LAMPS
STRART AT 1300 feancs AND SHE'S ONLY

REAomLF.B(San

YOU KNOW, OUR RoOM
LOOKS FNE IN THE DARK.

i




Information Overload



Information Overload

Canon PowerShot SD14001S 14.1 MP Digital Camera with
4x Wide Angle Optical Image Stabilized Zoom and 2.7-Inch
LCD (Black)

Buy new: $+95-66 $178.95

65 new from $168.99 405 Reviews
14 used from $139.00

Get it by Monday, Aug 8 if you order in the next 15 hours and choose one-
day shipping.

;;;;;;;;

igible for uper Saver Shipping.

See newer model of this item



Information Overload

Canon PowerSh

4x Wide Angle ( Apple iPod touch 8 GB (2nd Generation--with iPhone OS
LCD (Black) 3.1 Software Installed) [OLD MODEL]
Buy new: %9398 B,y new: $209.99

63 newfrom $168. 4 1 ow from $185.00
14 used from $13¢

. 107 used from $100.00 1
Get it by Monday, A 2,018 Reviews
day shippi Only 1 left in stock - order soon.

,,,,,,,,,,,,,, v (2.018)

AP 0K roduct Features — ... This 8 GB iPod touch includes standard Apple
See newer model earphones; it does not ..."
See newer model of this item



Information Overload

-, -

-
e -

Vi ow oum = st an 20
S ——te -

Canon PowerSh 28,816 Reviews
4x Wide Angle ( Apple iPo

LCD (Black) 3.1 Softw: rindle, Wi-Fi, Graphite, 6" Display with New E Ink Pearl I
Buy new: $499-68 ' - Technology by Amazon

65 new from $168(; SR Buy new: $139.00

W_Swﬁom $13._ 107 used fr 3 used from $140.00

Get it by Monday, Al ~ Get it by Monday, Aug 8 if you order in the next 16 hours and choose one-
day shi ) Only 1 left in day shipping.

PR} Yo dodedt (V) (28.816) ]

roductFe: rjigible for FREE Super Saver Shipping.
See newer model €arphones; il

See newer moael o1 IS Iem

Buy new: $:

igible for



Review Helpfulness

Most Helpful Customer Reviews

wi 1evi
Yo'o'o'er Solid ultracompact camera, March 8, 2008

By Garrett Lowenthal ¥ (San Francisco, CA) - See all my reviews
Ve voice

Yoloioiole A terrific pocket camera, March 9, 2008
By Julie Neal ¥ (Sanibel Island, Fla.) - See all my reviews

TOP 100 REVIEWER VINE™ vOIIoE REAL NANE

| 216 of 222 people found the following review helpful: |
Yololo'o’t Perfect for me., March 10, 2008
By AZ Desert Rat "movie buff" ¥ - See all my reviews

VINE™ VOICE

|103 of 107 people found the following review helpful: |

Yoot Amazon, Amazon, reviewers y'all, tell me which CanonSD is the fairest of all?, March 24, 2008

By Anjana Nigam ~ (Minneapolis, MN) - See all my reviews
VINE™ VOICE TOF 100 REVIEWER  REAL NAME™

|40 of 40 people found the following review helpful: |

“oiioio perfect ultra compact model, April 2, 2008

By Mark Twain "me" v - See all my reviews
This review is from: Canon PowerShot SD11001S 8MP Digital Camera with 3x Optical Image Stabilized Zoom (Brown) (Electronics)
P r 1qi Wil | il )




Rank by helpfulness

Democratic
— Users vote for ranking

Biased

— Early reviews
—  Mainstream reviews
— Lacking aspect and viewpoint coverage



Customer Reviews
Canon PowerShot SD1100IS 8MP Digital Camera with 3x Optical Image Stabilized Zoom (Gold) by Canon

Average Customer Rating

kil (938 customer reviews) Battery life ookl (3)
S star: (647) Congtryction guality YRR (3)
4 star: (208) Ease of use Yook (3)
3 star: (34) v

: (14) Features YRR (3)
1 star: (35) > See and rate all 6 attributes.

__ Create your owin review |

The Most Helpful Reviews
The most helpful favorable review

1,313 of 1,333 people found the following review helpful:
Yoirioie s Solid ultracompact camera

If you need a solid, reliable, and stylish point-and-shoot
ultracompact digital camera that produces high-quality images,

then the new Canon PowerShot SD1100IS may be right for you.

I am an advanced amateur photographer and own 2 Canon
digital cameras (G2 and 20D). Both have served me well over
the years but recently I have found myself needing a...
Read the full review >

Published on March 8, 2008 by Garrett Lowenthal

» See more 5 star, 4 star reviews

=

The most helpful critical review

164 of 183 people found the following review helpful:

o0 The lens error problem is for real....

I got this camera for my daughter (in pink of course) in mid-
April. She loves it (size, pictures, etc.) but after less than
three months it will only flash "lense error, restart” when it's
turned on. Too late to return to Amazon. :( On the bright side,
a trip to Canon's website support section got me through to a
Repair Request Confirmation. Hopefully, this will just cost...
Read the full review >

Published on July 12, 2008 by D. Pate

» See more 3 star, 2 star, 1 star reviews



Talk outline

Information Overload -- Coverage
Motivation > Model > Algorithms > Results

Information Overload — Summarization
Motivation > Model > Algorithms > Results

Conclusions



Our goal

Select a small (size k) set of comprehensive
reviews of

High quality
High attribute coverage

High viewpoint coverage



The Model



The Model




The Model

[tem attributes
Battery Life

Image Quality
Ease of Use

Features

Affordability

Portability

Construction



The Model a

Reviews [tem attributes
@ Battery Life
Image Quality
% Ease of Use
Features
Affordability
. Portability
B

Construction



The Model
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The Model

Reviews [tem attributes
Viewpoint  Quality cover _Battery Life

‘ - g
\ —_Amage Quality

g Ease of Use

0 " g 4 Features

0.5 Affordability
T
- Portability
0.2
| I

— Construction



Our goal

Select a small (size k) set of comprehensive
reviews of

High quality

High attribute coverage



General Coverage Problem

How good 1s a subset of reviews §?

For attribute a:
c(S,a) quantifies how well § covers a

Coverage Function:




General Coverage Problem

Given a collection of reviews select a set of &
reviews S such that F(S) 1s maximized

Need to define function c(S,a)



Unit Coverage Problem

c,(S,a)=I 1t § covers a

Given a collection of reviews select a set of &
reviews S such that UCOV(S) 1s maximized



Unit Coverage

r‘ Battery Life
E g ‘ Image Quality
5 ‘

Y -
3|/
S = @ @ E } r‘ ‘ Affordablhty

Ucov(s) =7
g




Quality Coverage Problem

¢,(S,a):max quality among reviews in .S that cover @

(GGiven a collection of reviews select a set of &k reviews
S such that QCOV(S) 1s maximized



Quality Coverage

Quality
os B
‘

L g‘
Ease of Use

k=3
s eatures
> @E@} 03 rb

QCOV(S) =4.5

0.2 g

— Construction



The Model ﬁ

Reviews [tem attributes

Viewpoint  Quality cover Battery Life
0.5

' - g \ /—Image Quality
l. O ‘
g * Ease of Use

075 g 4’ Features

05 g ‘ gl bl

Portability

0.2
]

— Construction



Our goal

Select a small (size k) set of comprehensive
reviews of

High quality
High attribute coverage

High viewpoint coverage



- <

Group Coverage

Battery Life

Image Quality

g ‘ Ease of Use

S

B

/ Features

Affordability

Portability

Construction

_|_

El

El

S+



Group Coverage Problem

¢ (S,0)=min{c(S",@),c(S)}

Given a collection of reviews select a set of &
reviews S such that GCOV(S) 1s maximized



Group Unit Coverage Problem

., (S,a)=minfc (S",a),c (5,a)

(Given a collection of reviews select a set of &
reviews S such that GUCOV(S) 1s maximized



Group Unit Coverage

‘ Ease of Use
k=3 , A
s~ EEE
GUCOV(S) =3 Portability

Construction



Group Quality Coverage Problem

CooSs)=min{c,(S",a),c,(S>)}

(Given a collection of reviews select a set of &
reviews S such that GOCOV(S) 1s maximized



Group Quality Coverage

GQCOV(S) = 1.75

Battery Life +

Image Quality

‘

> .
.
Affordability

Portability

Construction



Soft Quality Coverage Problem

qu (S b4 a) =cq (S +’ a) T cq(S -) a)

(Given a collection of reviews select a set of &
reviews S such that SOCOV(S) 1s maximized



Group Quality Coverage

SQCOV(S) = 5.75

Battery Life
1.0

iy
,A
0.5

I



Group Quality Coverage

Battery Life
1.0

I

SQCOV(S) = 5.75

iy
,A
0.5
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Information Overload — Summarization
Motivation > Model > Algorithms > Results
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Analysis

All versions of the General Coverage problem are
NP-hard

The UCOV, QCOV, SQCOYV functions are
submodular

A simple Greedy algorithm 1s an (1-1/¢)
approximation to the optimal



The Greedy algorithm

S=0
While |S|<k
for each review r compute
gain(r) = F(S U {rh-F(S)
r* = argmax_ gain(r)

S =S U{r*}



Group Coverage

Greedy algorithm does not work

An attribute cannot be covered with one review

Bad News: The GUCOV, GQCOYV functions are
not submodular

GreedyPairs: Greedy algorithm on pairs of reviews



The GreedyPairs algorithm

Compute the set P of all pairs of reviews from
positive and negative groups

S=0
While [S|<k
for each pair p compute
gain(p) = F(S U {p}h-F(S)
cost(p) = reviews in p notin S
p* = argmax, gain(p)/cost(p)
S =S U/{p*}
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Dataset

Data: Bing reviews for Cameras, MP3 Players, Cell Phones
Attributes: Aspect rater tool of Bing

Quality: Helpfulness votes of the corresponding site
Viewpoints: Positive if rating 4 or 5, Negative otherwise
Algorithms: Greedy for UCOV, QCOV, GQCOV, SQCOV
Baselines: Top-Quality, Top-Length

k=5



Quantitative Analysis



Quantitative Analysis

Null-hypothesis ratio: fraction of items for which the results of the
algorithm on the measure are close to random (empirical p-value
> (.05 over 1000 random samples)



Quantitative Analysis

Null-hypothesis ratio: fraction of 1tems for which the results of the
algorithm on the measure are close to random (empirical p-value
> (.05 over 1000 random samples)

Ucov QCOV GQCOV  SQCOV

Quality

Greedy-UCOV 0.98% 3.43% 70.49% 9.02% 88.24%
Greedy-QCov 6.37% 0.49% 77.87% 11.48% 40.20%
Greedy-GQCOV  61.27% 54.90% 0.00% 50.82% 60.78%
Greedy-SQCov 17.65% 3.43% 9.84% 0.00% 53.43%
Top-Quality 83.33% 51.96% 86.89% 59.02% 1.47%

Top-Length 48.53% 34.80% 61.48% 35.25% 67.65%
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Coverage-based review selection

Holistic
— Provides all aspects of users’ opinions

Not statistical

— Ratio of positive and negative reviews (per
attribute) 1s lost

Need for Statistical Summaries




Statistical Summaries

Hungry Mother
On[ 511 reviews ] Rating Details
Category: Southern [Edif]

233 Cardinal Medeiros Ave
Cambnidge, MA 02142
Neighborhood: Kendall Square/MIT

(617)495-0090

http:/’'www_hungrymothercambndge...
Meann
611 reviews for Hungry Mother

Review Highlights 'Whats this?

"Definitely try the boiled peanuts " (in 70 review:

ﬂ *Shrimp and grits=amazingly rich and delicious ($10." (in 64 reviews

D *| tried the beef fongue (I know, I'm brave, right" (in 72 revieaw:

] Search Reviews

Rating Distribution | Trend

Sortby: Yelp Sortv | Date | Rating | Useful | Funny | Cool | Total Votes | Friends' | Elites'

611 reviews in English



Statistical Summaries

Accurate statistics

— Estimate of the representation of every opinion in
the reviewers population

Not narrative
— Users like to read the narrative of reviews

Statistical Review Selection
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The Model a

o Reviews Item attributes Opinion Vectors
Viewpoint cover _, Battery Life

‘ \» Image Quality

\ Ease of Use
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Affordability
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Features
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_|_
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Our goal

Select a small (size k) set of reviews that
approximate the opinion vector as well as
possible



Statistical Selection

How good is a subset of reviews .S’ given original
review collection R?

For opinionated attribute a:
sc(S,a) quantifies whether S and R cover a similarly

Statistical Coverage Function:




Statistical Selection Problem

(Given a collection of reviews R select a set of &
reviews S such that F(S) 1s minimized

Where: sc(S,a) = (mean(R,a)-mean(S,a))?

sc(S,a) = (target-vector(a)-mean(S,a))?
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Analysis

The Statistical Selection problem 1s NP-hard to
approximate for arbitrary target vectors

Several heuristic algorithms: Greedy, Random,
Integer-Regression



The Integer-Regression algorithm

For i=1..%

1. [Regression step:] Form a nonnegative real-valued vector x: F(R,) is
small, and the number of nonzero elements of x is not larger than ¢

Rx ~ target-vector

2. [Integer-transformation step:] Form a nonnegative integer-valued
vector s representing k reviews that together approximate x in

distribution: o .
b (5~ )
Isllr [l=ll

iS minimized.
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Dataset

Data: Amazon reviews for Cameras, MP3 Players, Coffee
Makers, Printers, Books, Vacuum Cleaners

Attributes: Extracted automatically using attribute extractor
Viewpoints: Extracted automatically using attribute extractor

Baselines: Helpfulness, GCoverage

k=5



User Study

| I |

Regression £33

Integer

pfulness ===
GroupCover

Hel

yuey abelony

ltems



Abundance of Algorithmic Problems

Customers
Information Overload
Discovery of hidden gems

Reviewers
Motivation and Utilization

Merchants
Merchant Feedback



