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1. INTRODUCTION

Online user reviews play a central role in the decision-making process of users for a variety of tasks, ranging from entertainment and shopping to medical services. As user-generated reviews proliferate, it becomes critical to have a mechanism for helping the users (information consumers) deal with the information overload, and presenting them with a small comprehensive set of reviews that satisfies their information need. This is particularly important for mobile phone users, who need to make decisions quickly, and have a device with limited screen real-estate for displaying the reviews. Previous approaches have addressed the problem by ranking reviews according to their (estimated) helpfulness. However, such approaches do not account for the fact that the top few high-quality reviews may be highly redundant, repeating the same information, or presenting the same positive (or negative) perspective. In this work, we focus on the problem of selecting a comprehensive set of few high-quality reviews that cover many different aspects of the reviewed item. We formulate the problem as a maximum coverage problem, and we present a generic formalism that can model the different variants of review-set selection. We describe algorithms for the different variants we consider, and, whenever possible, we provide approximation guarantees with respect to the optimal solution. We also perform an experimental evaluation on real data in order to understand the value of coverage for users.
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and get a well rounded view of how good a product is, whether they are likely to enjoy a film, or whether the restaurant that is two blocks away has good vegetarian dishes. Therefore, the few reviews that they will read should have high information content and cover the aspects of an item with diverse opinions.

In this paper we consider the review set selection problem where given a set of reviews for a specific item, we want to select a comprehensive subset of small size. The notion of comprehensiveness is defined with respect to the attributes of the product and the viewpoints of the reviews. Given a review of a specific item, we assume that we have the following information: (a) the attributes of the item that are discussed in the review; (b) the quality of the review; (c) the viewpoint of the review (e.g., positive or negative). The selected subset should cover as many attributes of the item as possible, while containing reviews of high quality, which offer different viewpoints for the attributes of the product. We formalize this intuition as a maximum coverage problem, and we show how we can extend existing algorithms for maximizing coverage to address our requirements.

In this paper we make the following contributions:

- We formulate the review set selection problem as a coverage problem and we define a generic formalism that can be used to model the different variations of our problem. The **GROUP-COVERAGE** problems we define in Section 2 are novel, and have not been previously studied.
- We provide a theoretical analysis of the coverage problems we consider, and describe efficient algorithms for review selection. Whenever possible, we provide approximation guarantees for the proposed algorithms.
- We perform an experimental analysis of the algorithms on real data, and we study the value of coverage to users by conducting a user study on Amazon Mechanical Turk.

The rest of the paper is structured as follows. In Section 2, we define the coverage formalism, and model our selection problem. In Section 3, we provide a theoretical analysis of the different coverage variants we consider; we give algorithms for each one of these variants in Section 4. In Section 5, we present the experimental analysis. In Section 6, we present the related work, and we conclude in Section 7 with a discussion about possible extensions of our framework.

## 2. COVERAGE PROBLEM FORMULATION

We now show how to formulate the review set selection problem as a maximum coverage problem and we define different variants of the problem that we will consider. Consider a given item \( x \), e.g., a product, that has a set of attributes \( A = \{a_1, a_2, ..., a_m\} \). Let \( \mathcal{R} = \{r_1, ..., r_n\} \) be a set of reviews for item \( x \). We assume that each review \( r \) is associated with a subset \( A_r \subseteq A \) of attributes of \( x \): these are the attributes that are discussed in review \( r \) for item \( x \). We also say that review \( r \) covers attribute \( a \) if \( a \in A_r \). We use \( \mathcal{R}_a \) to denote the set of reviews in \( \mathcal{R} \) that cover attribute \( a \).

Now, let \( S \subseteq \mathcal{R} \) denote a subset of reviews. We assume a coverage scoring function \( f(S, a) \) that assigns a score to attribute \( a \) given the subset \( S \). Intuitively, the scoring function measures the benefit we obtain from covering attribute \( a \) with set \( S \). Let \( A_S \) denote the union of attributes covered by the reviews in set \( S \), \( A_S = \cup_{r \in S} A_r \). We define the function \( f \) such that \( f(S, a) = 0 \) for all attributes \( a \not\in A_S \). Therefore, in order to define \( f \), given a set \( S \), we only need to specify the value \( f(S, a) \) for the attributes \( a \in A_S \).

We now define the following generic **coverage** problem, parametrized by the coverage scoring function \( f \).

**Problem 1 (Coverage \((f)\)).** Given a set of attributes \( A \) and a set of reviews \( \mathcal{R} \) for an item \( x \), an integer budget value \( k \), and a coverage scoring function \( f \), find a subset of reviews \( S \subseteq \mathcal{R} \) of size \( |S| = k \) that maximizes

\[
F(S) = \sum_{a \in A} f(S, a)
\]

We will refer to function \( F(S) \) as the cumulative coverage scoring function, and it is defined with respect to the coverage scoring function \( f \).

This broad definition allows us to define different coverage problems by varying the coverage scoring function \( f \). In the simplest case, the scoring function \( f \) assigns the same score to all attributes covered by the set \( S \). We use \( f_a \) to denote this scoring function and we have that \( f_a(S, a) = 1 \) for all \( a \in A_S \). We use \( F_a \) to denote the corresponding cumulative scoring function, and we denote the **Coverage\((f_a)\)** problem as **UNIT-COVERAGE**. The **UNIT-COVERAGE** problem asks for a set of \( k \) reviews that cover as many attributes as possible; it is also known in the literature as the **Max-Coverage** problem [12].

Assume now that we are given a quality function \( q : \mathcal{R} \to [0, 1] \) that maps a review \( r \) to a real number \( q(r) \) that measures the quality, or helpfulness, of the review. This value may be present in our data (for example, via users voting for the quality of different reviews), or it may be inferred algorithmically. Given the quality values, we would like our selected subset to contain reviews that have high quality, while at the same time cover as many different attributes of a product as possible. The coverage scoring function should then give higher score to a pair \((S, a)\) if the attribute \( a \) is covered by a review of high quality. Let \( S_a \) denote the set of reviews in \( S \) that cover \( a \), that is, \( S_a = S \cap \mathcal{R}_a \). Given the quality function \( q \), we define the coverage scoring function \( f_q \), as follows:

\[
f_q(S, a) = \max_{r \in S_a} q(r)
\]

That is, the coverage score of attribute \( a \) is the highest quality rating among the reviews that cover \( a \). Note that the scoring function \( f_q \) (and the **Coverage\((f_q)\)** problem) is a special case of the \( f_a \) (and **Coverage\((f_a)\)**) when \( q(r) = 1 \) for all reviews. Similar to before, we use \( F_q \) to denote the cumulative scoring function with respect to \( f_q \). We refer to the **Coverage\((f_q)\)** problem as the **Quality-Coverage** problem.

Assume now that we can partition the reviews into \( g \) groups, \( \mathcal{R} = \{\mathcal{R}^1, ..., \mathcal{R}^g\} \). In our work, we assume that each group \( \mathcal{R}^i \) contains reviews of the same viewpoint. When \( g = 2 \) we have a positive and a negative viewpoint, while for \( g > 2 \) we have a finer granularity of viewpoints. Given this partition, we now require the selected subset to represent all different groups.

For a subset \( S \) of reviews, let \( S^1 = S \cap \mathcal{R}^1 \) denote the set of reviews in \( S \) that belong to group \( \mathcal{R}^1 \). Let \( f \) denote a base scoring function that is applied to each group (e.g., this can be either \( f_a \), or \( f_q \)). We define the group coverage scoring function as follows:

\[
f_g(S, a) = \min_{i=1,...,g} f(S^i, a)
\]

(1)

By using the min operator in the definition of the \( f_g \) function in Equation 1, we guarantee that the score of an attribute that is not covered by all groups is zero. Therefore, in order to obtain benefit for a given attribute we need the attribute to be covered by all different groups. Again, we use \( F_g \) to denote the cumulative coverage scoring function, and we will refer to the **Coverage\((f_g)\)** problem.
as the \textsc{Group-Coverage} problem. To the best of our knowledge this is the first time that the \textsc{Group-Coverage} problem is defined. Maximum coverage with groups has been considered in [7] but in this case they require that only one review can be selected from each group.

We will define the group coverage function \( f_q \) using \( f_u \) or \( f_q \) as the base scoring functions. When necessary to discriminate between the two, we will use \( f_{su} \) to denote the group coverage function defined with respect to \( f_u \), and \( f_{so} \) to denote the group coverage function defined with respect to \( f_q \). We use \( f_{su} \) and \( f_{so} \) to denote the corresponding cumulative functions, and \textsc{Group-Coverage} and \textsc{Group-Quality-Coverage} to denote the corresponding problems.

The \textsc{Coverage}(\( f_q \)) problem requires that the selected subset \( S \) covers each attribute \( a \) from all possible viewpoints. We can relax this requirement, by replacing the min operator in the \( f_q \) function, by a sum operator. We thus have the following scoring function:

\[
f_q(S, a) = \sum f_q(S^i, a)
\]

(2)

We use \( F_s \) to denote the corresponding cumulative scoring function, and we refer to the \textsc{Coverage}(\( f_q \)) as the \textsc{Soft-Coverage} problem. Similar to before, we define scoring (cumulative) functions \( f_{su}(F_{su}) \) and \( f_{so}(F_{so}) \) depending on the choice of the basis function. We will refer to the corresponding problems as \textsc{Soft-Unit-Coverage} and \textsc{Soft-Quality-Coverage}.

3. \textbf{ANALYSIS OF COVERAGE}

We will now analyze the complexity of the different variants of the \textsc{Coverage} problem.

For the simple unit coverage scoring function \( f_u \), the \textsc{Unit-Coverage} problem corresponds to the \textsc{Max-Coverage} problem. In the \textsc{Max-Coverage} problem, given a universe of elements \( A = \{a_1, ..., a_n\} \), and a collection of sets \( \mathcal{R} = \{r_1, ..., r_m\} \), and an integer budget value \( k \), we are looking for a set \( S \subseteq \mathcal{R} \) of size \( k \), such that the set of elements in \( A \) that are covered by the sets in \( S \) is maximized. This is identical to the definition of the \textsc{Coverage}(\( f_q \)) problem where the elements are attributes, and the sets are reviews. The \textsc{Max-Coverage} problem is known to be NP-hard [12]. Since functions \( f_q, f_u \) and \( f_q \) contain \( f_u \) as a special case, it follows that the \textsc{Quality-Coverage}, \textsc{Group-Coverage} and \textsc{Soft-Coverage} problems are also NP-hard.

Since getting an optimal solution is hard, we turn to approximation algorithms. If \( \text{OPT}(X) \) is the benefit of the optimal solution for a maximization problem on an input instance \( X \), and \( \text{ALG}(X) \) is the benefit of algorithm \( \text{ALG} \) on instance \( X \), we say that \( \text{ALG} \) is an \( \alpha \)-approximation algorithm, if \( \frac{\text{OPT}(X)}{\text{ALG}(X)} \geq \alpha \) for all possible input instances \( X \).

The \textsc{Max-Coverage} (\textsc{Unit-Coverage}) problem is known to have a simple \((1 - 1/e)\)-approximation algorithm [12]. The algorithm proceeds in \( k \) iterations, where in each iteration a new review is added to the result set. The algorithm chooses the next review to be added in a greedy fashion each time selecting the review that covers most of the attributes that have not already been covered. The proof for the approximation factor relies on the fact that the cumulative scoring function \( F_q \) that we want to maximize is monotone and submodular. Let \( 2^\mathcal{R} \) denote the powerset of the set \( \mathcal{R} \). The function \( F : 2^\mathcal{R} \rightarrow \mathbb{R}^+ \) is monotone if for every \( S, T \in 2^\mathcal{R} \), such that \( S \subseteq T \), \( F(S) \leq F(T) \). The function \( F \) is submodular, if it has the \textit{diminishing returns} property: for every \( S, T \in 2^\mathcal{R} \), such that \( S \subseteq T \), and every \( t \in \mathcal{R} \),

\[
F(S \cup \{t\}) - F(S) \geq F(T \cup \{t\}) - F(T)
\]

That is, the \textit{incremental gain} of adding an element to a set decreases as the size of the set increases. When looking for a subset of reviews of size \( k \) that maximizes a submodular function \( F \), the greedy algorithm that at each time adds the review \( r \) that maximizes the incremental gain to the existing set is \((1 - 1/e)\)-approximate.

It is easy to show that all cumulative functions are monotone. The function \( F_0 \) is known to be submodular. We can prove the following lemma for function \( F_q \).

**Lemma 1.** The function \( F_q(S) = \sum_{a \in A_q} f_q(S, a) \) is submodular.

We omit the proof due to space constraints. The submodularity of \( F_0 \) is also discussed in [4]. The submodularity of \( F_q \) follows directly from that of \( F_q \). The review sets \( R' \) for the different groups are disjoint. Therefore, the gain in \( F_q \) of adding review \( r \in R' \) to a multi-group set of reviews \( S \) is the same as the gain in \( F_q \) of adding review \( r \) to the set \( S' \). Since we know that \( F_q \) is submodular it follows that \( F_q \) is also submodular.

We can prove that the \( F_q \) function is not submodular.

**Lemma 2.** The function \( F_q(S) \) is not submodular.

**Proof.** We consider the case where the \( F_q \) function is defined with respect to \( f_u \), and we assume that there are just two groups \( \{R', R''\} \). For a given set of reviews \( S \), we use \( A_q \) to denote the set of attributes that are covered by at least one review in \( S \), that is, \( f_u(S, a) = 1 \). Let \( C_q \subseteq A_q \) denote the set of attributes in \( A_q \) for which \( f_q(S, a) = 1 \), that is, they are covered by a review from both groups, and let \( U_q \subseteq A_q \) denote the set of attributes in \( A_q \) for which \( f_q(S, a) = 0 \), that is they are covered by reviews of only one of the two groups. We say that the attributes in \( C_q \) are fully covered, while the attributes in \( U_q \) are partially covered. Without loss of generality, we assume that all attributes in \( U_q \) are covered (only) by reviews in group \( R'' \).

Consider now another set of reviews \( T \supseteq S \), such that \( C_T = C_q \), and \( U_T \supseteq U_q \), and assume that the attributes in \( U_T \cap U_q \) are covered (only) by reviews in group \( R'' \). Let \( r \in R' \) be a review from group 2, such that \( A_u = A_r \). We have \( f_q(S \cup \{r\}) - f_q(S) = |U_q| \). On the other hand, \( f_q(T \cup \{r\}) - f_q(T) = |U_T| \supseteq |U_T| > |U_T| \). It follows that \( f_q(S) \) is not submodular.

In fact, we can show that the \textsc{Group-Coverage} problem contains as a special case the \textsc{Densest k-Subgraph (DKS)} problem for bipartite graphs. In the DKS problem, given a bipartite graph \( G \) we want to find a set of \( k \) vertices, such that the number of edges in the induced subgraph is maximized. The approximation-ratio of the DKS is unresolved. It is known that there is no Polynomial-Time Approximation Scheme (PTAS), and the best known approximation algorithm has approximation ratio \( O(n^{(n/4)}) \) [3]. It is not known if there is a \( O(n^{\epsilon}) \) approximation algorithm for \( \epsilon \geq 0 \). A constant factor approximation for the \textsc{Coverage}(\( f_q \)) would imply a constant factor approximation for DKS.

To reduce \textsc{Group-Coverage} to the DKS problem, we consider the case of two groups \( \{g = 2\} \), where all reviews have uniform quality. We create a bipartite graph \( G = (V_1, V_2, E) \), where the left side \( V_1 \) contains one node for each review \( r \in R' \) in group 1, while \( V_2 \) contains one node for each review \( r \in R'' \) in group 2. We create an edge \((r_1, r_2)\), if reviews \( r_1 \) and \( r_2 \) share a covered attribute, that is \( A_{g_1} \cap A_{g_2} \neq \emptyset \). The edge \( e = (r_1, r_2) \) is associated with the edge attribute-set \( A_e = A_{g_1} \cap A_{g_2} \). Then, the \textsc{Group-Coverage} becomes the problem of finding \( k \) vertices in \( G \), such that the cardinality of the union of the edge attribute-sets in the induced subgraph is maximized. In the special case where each edge is associated with exactly one attribute, and all edge attribute-sets are disjoint, this is exactly the DKS problem on a bipartite graph.
4. ALGORITHMS FOR COVERAGE

We now present our algorithms for the different variants of the COVERAGE problem. For the coverage scoring functions $f_1$, $f_2$, and $f_3$, since the resulting cumulative functions $F_1$, $F_2$, and $F_3$ are submodular, we use a greedy algorithm that is easy to implement, and it is theoretically proven to produce a solution that is a constant-factor approximation of the optimal.

Let $\Delta_S(r) = F(S \cup \{r\}) - F(S)$ denote the incremental gain in the cumulative score function $F$ when adding review $r$ to the set $S$. The algorithm proceeds in $k$ iterations, incrementally building the review set, by adding one review at the time. Let $S_i$ denote the set of reviews constructed in iteration $i$, where $S_0 = \emptyset$. At iteration $i$, given the set of reviews $S_{i-1}$, we compute for each review $r \in R \setminus S_{i-1}$ the incremental gain $\Delta_{S_{i-1}}(r)$ and we select the one with the maximum value to generate $S_i$. The outline of the greedy algorithm is shown in Algorithm 1 and it is parametrized by the scoring function $f$ (and the corresponding cumulative function $F$).

Algorithm 1 The GREEDY algorithm

Input: Set of reviews $R = \{r_1, ..., r_n\}$; Set of attributes $A = \{a_1, ..., a_m\}$; Integer budget value $k$; Scoring function $f$.
Output: A set of reviews $S \subseteq R$ of size $k$.
1: $S_0 = \emptyset$
2: for all $i = 1, ..., k$ do
3: for all $r \in R \setminus S_{i-1}$ do
4: Compute $\Delta_{S_{i-1}}(r)$
5: end for
6: $r_i = \arg \max_{r \in R \setminus S_{i-1}} \Delta_{S_{i-1}}(r)$
7: $S_i = S_{i-1} \cup \{r_i\}$
8: end for
9: return $S_k$

Applying the GREEDY algorithm to the GROUP-COVERAGE problem is not straightforward. Due to the requirement that each attribute should be covered by at least $g$ reviews (one from each group), adding a single review $r$ to a review set $S$ incurs no benefit, unless there are already $g - 1$ reviews in $S$ from all other groups that cover the same attribute(s) as $r$. For an attribute $a$, we have that $f_a(S, a) > 0$ if and only if the set $S$ contains a tuple $t = (r_1, ..., r_g)$ of $g$ reviews, such that review $r_i$ belongs to group $R_i$, and all reviews in $t$ cover attribute $a$. In this case, we say that the tuple $t$ fully covers attribute $a$. For the attributes in $A \setminus A_i$ that are not fully covered, we say that they are partially covered by tuple $t$.

We propose a greedy algorithm for the GROUP-COVERAGE problem that selects tuples of reviews instead of individual reviews, thus guaranteeing that at each step it incurs non-zero gain, if this is possible. Let $T = R^1 \times \cdots \times R^g$ denote the set of all possible tuples. Given a set of reviews $S$, and a tuple $t \in T$, let $\Delta_S(t)$ denote the incremental gain of adding the reviews in tuple $t$ to the set $S$. Also let $C_S(t) = |t \setminus S|$ denote the number of reviews contained in $t$ that are not in $S$; $C_S(t)$ captures the cost of adding tuple $t$ to the set $S$. The tuples with cost within the remaining review budget are candidate tuples. The algorithm proceeds greedily, at each step adding to the output review set $S$ the candidate tuple $t$ that maximizes the gain-to-cost ratio $\Delta_S(t)/C_S(t)$. We also experimented with maximizing just the gain $\Delta_S(t)$ of the newly introduced tuple, but this algorithm performed worse experimentally, so we omit any further discussion.

When adding a tuple in our set, we obtain an immediate gain, but we also create a potential for future gains, by introducing attributes that are only partially covered. We take into account the potential of a tuple in order to break ties between tuples with equal gain. For example, if we have a two tuples $t_1$, $t_2$ which both have the same gain-to-cost ratio, but the set of attributes partially covered by reviews in $t_1$ is larger than that of $t_2$, then we should prefer $t_1$ over $t_2$ since we expect future additions to give higher gains at a lower cost.

Formally, for a tuple $t$, let $U_t$ denote the set of attributes that are partially covered by tuple $t$. We define the potential of $t$ with respect to $S$ as $P_S(t) = |U_t \setminus A_S|$, that is, the number of attributes partially covered by $t$ that are not already partially or fully covered by $S$. We use the potential to break the ties between tuples with the same gain-to-cost ratio. We observed experimentally that this modification can improve the performance of the algorithm significantly.

Algorithm 2 outlines the new greedy algorithm. In line 8 of the algorithm we find the set of tuples that have the maximum gain-to-cost ratio, and then in line 9, we select the one with the maximum potential. If there are still ties, we break them by selecting a tuple arbitrarily.

Algorithm 2 The t-CREEDY algorithm

Input: Set of reviews $R = \{r_1, ..., r_n\}$ and groups $\{R^1, ..., R^g\}$; Set of attributes $A = \{a_1, ..., a_m\}$; Integer budget value $k$; Scoring function $f_g$.
Output: A set of reviews $S \subseteq R$ of size $k$.
1: Compute $T = R^1 \times \cdots \times R^g$
2: $S = \emptyset$
3: while $|S| < k$ do
4: $b = k - |S|$
5: for all $t \in T$ do
6: Compute $\Delta_S(t), C_S(t), P_S(t)$
7: end for
8: $T = \arg \max_{t \in T} \Delta_S(t)/C_S(t)$
9: $t = \arg \max_{t \in T} P_S(t)$
10: $S = S \cup t$
11: end while
12: return $S$

5. EXPERIMENTAL ANALYSIS

In this section we perform an experimental analysis of our algorithms. The goals of the analysis are two-fold: to quantitatively compare the different algorithms over different measures, and understand when each algorithm performs better; to qualitatively compare the algorithms by performing a user study.

5.1 Datasets

For our analysis we use real data which are publicly available from the Bing shopping portal. The Bing shopping portal aggregates reviews from multiple sites such as Amazon and CNET. We consider a collection of 4,362 products, over three categories: Digital Cameras, Cell Phones, and MP3 Players. This amounts to 129,783 reviews in total.

For each review, we have the content of the review, the rating of the review for the product, and the helpfulness votes for the review, from the users in the site. A helpfulness vote can be either positive or negative. We use the fraction of positive votes over the total number of votes as a measure of the quality of the review. We intentionally choose to make the quality of a review to be algorithm-independent, so as to understand the effect of our selection algorithms without having to account for the effects of quality estimation. In a real application scenario, where not all reviews...
have sufficient number of helpfulness votes (or any at all), some algorithm for estimating the quality of the review [19, 29, 9, 10, 32, 17, 15, 20] can be utilized to obtain a quality value.

From the collection of products and reviews, we prune away products that have less than 20 reviews so as to make the selection process meaningful. We also prune reviews with less than 10 votes in total, since for these reviews we consider that we do not have sufficient evidence to determine the quality of the review.

For the attribute extraction we use the attributes extracted from the Bing search engine for the "Product Scorecard". There are 96 total possible attributes for category Digital Cameras, 84 attributes for category Cell Phones, and 68 attributes for category MP3 Players. The attributes include a broad range of characteristics of the products such as “ease of use”, “battery life”, “sound quality”, “image quality”, “screen” and more. To avoid spurious attribute references, we consider that a review covers an attribute if it is mentioned at least twice in the review, and we only keep attributes that are covered by at least two reviews of the product. On average each review covers 4 attributes, and there are 20.7 distinct attributes per product. We note that our selection algorithms are independent of the attribute extraction algorithm. Any off-the-shelf (such as [13, 14, 6]), or custom-built attribute extraction algorithm can be used.

We use the product ratings to define groups of reviews. We consider the case where we have two groups: positive reviews, and negative reviews. Ratings take discrete values between 1 and 5. Following the convention in the Amazon.com site, we consider a review to be positive if the rating is 4 or 5, and negative if it is 3 or less. To avoid the effect of outliers, we create a group only if it contains at least three reviews. Otherwise we assume a single group.

5.2 Algorithms

We consider six different algorithms one for each variation of the coverage problem. The algorithms are all greedy, as described in Section 4. More specifically we have the following algorithms.

Greedy-U, Greedy-Q, Greedy-SU, Greedy-SQ: The greedy Algorithm 1 that optimizes the $F_u$, $F_q$, $F_{su}$ and $F_{sq}$ cumulative score functions respectively.

Greedy-GU, Greedy-GQ: The greedy Algorithm 2 that optimizes the $F_{gu}$ and $F_{gq}$ cumulative score functions respectively.

In addition to the greedy algorithms we also compare against the following baselines.

TopQTY: Sort the reviews according to length, and select the top-k reviews. This is meant to serve as a natural basic baseline. Longer reviews are also expected to be of higher quality and cover more attributes.

Random: The Random algorithm selects randomly k reviews. This is meant to serve as a sanity check in order to calibrate the results of the other algorithms. We perform 1000 runs for the Random algorithm, and take the average performance of the algorithm.

For all the runs we set the value of $k$ to be 5. We consider this to be a reasonable number of reviews that can give a thorough picture of a product. Furthermore, in the mobile applications we envision, where the screen and time resources are limited, we do not expect the user to be able to read more than five reviews.

5.3 Quantitative Evaluation

The goal of this section is to study how our algorithms perform with respect to coverage metrics, and compare them against the baseline algorithms, and each other. As coverage metrics, we consider all the different coverage scoring functions that we defined. For the following, we use UCov to denote the unit coverage value of the $F_u$ function; QCov to denote the quality coverage value of the $F_q$ function; GUCov to denote the group coverage value of the $F_{gu}$ function; GQCov to denote the group quality coverage value of the $F_{gq}$ function; SUCov to denote the soft coverage value of the $F_{su}$ function; and SQ Cov to denote the soft quality coverage value of the $F_{sq}$ function. For a given set we also compute the average review quality QLYT of the set. Note that for each metric there is a corresponding greedy algorithm that aims at maximizing this metric. We call this the target metric of the greedy algorithm.

In order to be able to aggregate or compare values across different products, we normalize the coverage values by the maximum possible coverage value that can be obtained if we include in our set all of the reviews (i.e., set $k = n$). For the QLYT metric the maximum is achieved by the TOPQTY algorithm. Table 1 shows the average normalized measures for all algorithms, and the standard deviation. For the Random algorithm, we compute for each product the average over the 1000 random samples, and then we compute the average of the averages, and the standard deviation over the averages.

The following high-level observations emerge from the analysis of Table 1. First, all algorithms perform on average better than the random baseline (with the exception of TOPQTY on GUCov), although there are cases where the values are within the standard deviation interval.

Second, each greedy algorithm achieves the best value on the target metric (the value in bold), although for some metrics (e.g., UCov) there are other algorithms that are close. This indicates that the greedy heuristics, although not optimal, do a good job at optimizing the function at hand.

Third, the normalized coverage values are high. The greedy algorithms achieve at least 83% of the maximum possible for their target metric, and as high as 98% for the Greedy-U on the unit coverage metric. This indicates that our premise that there is a small subset of reviews that covers the attributes of a product and the different viewpoints of the reviews is valid in practice, and thus it makes sense to look for such a set.

We investigate further the results in Table 1, and we perform some statistical tests to better quantify the difference between the different algorithms. For each algorithm, each metric, and each product we compute the empirical $p$-value of the output value against the Random algorithm. Let $\text{COV}_{\text{ALG}}$ denote the value of algorithm ALG for the coverage metric COV. Let $\text{COV}_{i}$ denote the value of the $i$-th random trial of the Random algorithm. We define the empirical $p$-value of the $\text{COV}_{\text{ALG}}$ measurement as

$$p(\text{COV}_{\text{ALG}}) = \frac{1}{N_S} \sum_{i=1}^{N_S} I(\text{COV}_{i} \geq \text{COV}_{\text{ALG}})$$

where $N_S$ is the number of Random samples ($N_S = 1000$) in our experiments, and $I$ is an indicator function that is 1 if the predicate is true and zero otherwise. The $p$-value is the fraction of random trials for which the Random algorithm achieves a value on COV greater or equal than $\text{COV}_{\text{ALG}}$. We consider the value $\text{COV}_{\text{ALG}}$ to be statistically significant if the $p$-value is less than 0.05, meaning that we can reject the null hypothesis that the value was generated by a random process with confidence greater than 95%.
We compute the $p$-values for all algorithms, all metrics, and all products. Then, for each algorithm and each metric, we compute the fraction of products for which we have a $p$-value greater than 0.05. This is the fraction of products for which there is a probability at least 5% that a random selection of $k$ reviews can produce a metric value greater or equal to that of the algorithm. We call this the null-hypothesis fraction (or simply the fraction).

Table 2 shows the null-hypothesis fraction for all algorithm and metric pairs. We observe that all algorithms achieve fraction zero, or close to zero, for their target metric. Therefore, the performance of the algorithms cannot be viewed as a random artifact. The few products for which we have high $p$-value for the GREEDY-U and GREEDY-Q algorithms correspond to cases where the number of attributes to be covered is small, and they can be covered with one or two reviews.

We observe higher fraction values for the other algorithm-metric combinations. High null-hypothesis fraction values correspond also to low normalized coverage metric values in Table 1. These are the metrics for which the algorithm performs worse. We have the highest fraction (worst performance) values for the greedy coverage algorithms GREEDY-U and GREEDY-Q when evaluated against the group coverage metrics GUCov and GQcov, and the group coverage algorithms GREEDY-GU and GREEDY-GQ when evaluated against the UCov and QCov metrics. In these cases, we have high $p$-values for more than 50% of the products, and for as many as 83.6% of the products for the case of the GREEDY-Q algorithm against the GUCov metric. This is expected since the target metric of the algorithm, and the evaluation metric are qualitatively very different, and optimizing one does not offer any guarantees for the other. On the other hand, for metrics that are related, such as UCov and QCov the corresponding greedy algorithm performs well on both metrics. The soft coverage metrics (and the corresponding algorithms) sit somewhere in between these two extremes and as a result we obtain relatively good performance for these metrics for all greedy algorithms, while the corresponding greedy algorithms perform relatively well on all metrics.

To better understand the relationship between the different algorithms and metrics we perform pairwise comparisons between the different algorithms. What we want to understand is whether some of the algorithms we consider are redundant and their results could be obtained by some of the other variations. For example for the UCov metric, the performance of the GREEDY-Q is very similar to that of the GREEDY-U: is it the case that we can obtain similar coverage with the GREEDY-Q algorithm?

To measure the similarity between the different algorithms we compute the average pairwise intersection of the output reviews. The results are shown in Table 3. The resulting matrix is asymmetric since there are cases that one algorithm may output less than $k$ results. Entry $(\text{ALG}_i, \text{ALG}_j)$ contains the average (over products) fraction of reviews in the returned results of algorithm ALG$_i$ that appear in the results of algorithm ALG$_j$. The table indicates high overlap between pairs of algorithms that have similar underlying intuition such as the different quality versions of the greedy heuristics, or the soft and non-soft counterparts. The intersection can be as high as 81%. However, this similarity is not statistically significant. For a coverage metric COV, and the corresponding greedy algorithm ALG that optimizes this metric, let $C_{\text{ALG}}$ denote the vector of COV values of algorithm over all products. We performed a paired $t$-test between $C_{\text{ALG}}$ and $C'_{\text{ALG}}$ for every other algorithm ALG$'$ to determine if the vectors come from a distribution with the same mean. The significance tests indicate that this is not the case with confidence 95%. Therefore, the similarity between the algorithms is not statistically significant.

Finally, it is interesting to understand the relationship between coverage and quality. From the TOPQLTQ row of Tables 1 and 2 we see that high quality does not guarantee high coverage. The TOPQLTQ algorithm achieves very low coverage values (and high null-hypothesis fraction values) for all metrics. For the GUCov metric, the performance of TOPQLTQ is actually worse than that of RANDOM. Surprisingly the TOPLEN algorithm performs better than TOPQLTQ with respect to all coverage metrics. One possible explanation is that longer reviews are more likely to cover more attributes. On the flip side, the greedy coverage algorithms have high null-hypothesis fraction (low performance) values for the QTY metric. The algorithms that perform best are GREEDY-Q, GREEDY-SQ and GREEDY-GQ that take quality into account in their optimization criterion. Out of these GREEDY-GQ performs the worst, probably due to the hard constraint it imposes on covering every attribute from both groups.

The disconnect between quality and coverage implies that in our set selection we need to balance between these two competing metrics. In the following section we study how the preferences of the users align between these two metrics.

### 5.4 Qualitative Analysis

In the previous section we investigated how the algorithms perform under different coverage measures, and how they compare to each other. We will now perform a user study to understand how useful the selected sets are to actual users. Our goal is to determine whether the set of reviews produced by a given algorithm for a given product would enable the users to make an informed buy/not-buy decision on the product.

To this end, we ran an experiment with a set of workers from Amazon’s Mechanical Turk. For our task we selected a set of 25 products from our dataset for which we can create a positive and negative group. This was necessary in order to have a fair com-
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telligence Task) for every algorithm and product combination. In
each HIT we present the worker with the name of the product, a
to a web page describing the product, and the review set output by the algorithm. For each review we display the text of the review and the rating of the product. We then asked the workers to evaluate the set of reviews produced by each of the algorithms in terms of how informed they felt in making a buy/not-buy decision after reading the set of reviews. More specifically the users were asked to select one of the options of “perfectly informed”, “well informed”, “somewhat informed” or “not informed at all”. We as-
signed each one of these options a score from 0 (“not informed at all”) up to 3 (“perfectly informed”) and we requested 18 workers for each algorithm-product combination. For each algorithm, the review set consists of 5 reviews for each product (k = 5). To
eliminate spam and minimize noise, out of these 18 workers we kept the 5 which spent the most time during their task (and thus we were relatively certain that they had done a thorough job in reading the reviews).

The first column of Table 4 shows the average user satisfaction score for each algorithm, computed over all workers and over all products. The higher the score (with a maximum of 3.00) the more informed the users felt after reading the reviews. Our first observation is that the performance of all algorithms is compara-
tion. Surprisingly, the TopQlty does not perform as well as one would expect. In our experiment, selecting the top-5 reviews with the highest quality does not produce informative reviews. This could possibly be attributed to a perceived redundancy in the results of the TopQlty algorithm. The algorithm that performs best is the TopLen algorithm, indicating a user preference towards more lengthy reviews. With the exception of the Greedy-GU and Greedy-GQ algorithms, our greedy heuristics perform well; they outperform the TopQlty algorithm, and achieve performance close to that of the TopLen. This result indicates that coverage is important to the users, and it should be accounted for when selecting a small set of reviews to present. The “soft” versions of the algorithms perform slightly better (although the difference is rather

Table 2: Null hypothesis fraction for the different algorithms and different performance measures

<table>
<thead>
<tr>
<th></th>
<th>U Cov</th>
<th>Q Cov</th>
<th>GUCov</th>
<th>GQ Cov</th>
<th>SU Cov</th>
<th>SQ Cov</th>
<th>Qlty</th>
</tr>
</thead>
<tbody>
<tr>
<td>Greedy-U</td>
<td>0.98%</td>
<td>3.43%</td>
<td>74.59%</td>
<td>70.49%</td>
<td>7.38%</td>
<td>9.02%</td>
<td>88.24%</td>
</tr>
<tr>
<td>Greedy-Q</td>
<td>6.37%</td>
<td>0.49%</td>
<td>83.61%</td>
<td>77.87%</td>
<td>23.77%</td>
<td>11.48%</td>
<td>40.20%</td>
</tr>
<tr>
<td>Greedy-GU</td>
<td>57.35%</td>
<td>56.86%</td>
<td>0.00%</td>
<td>0.82%</td>
<td>51.64%</td>
<td>61.48%</td>
<td>91.67%</td>
</tr>
<tr>
<td>Greedy-GQ</td>
<td>61.27%</td>
<td>54.90%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>54.10%</td>
<td>50.82%</td>
<td>60.78%</td>
</tr>
<tr>
<td>Greedy-SU</td>
<td>13.24%</td>
<td>17.16%</td>
<td>1.64%</td>
<td>3.28%</td>
<td>0.00%</td>
<td>2.46%</td>
<td>89.71%</td>
</tr>
<tr>
<td>Greedy-SQ</td>
<td>17.65%</td>
<td>3.43%</td>
<td>14.75%</td>
<td>9.84%</td>
<td>0.82%</td>
<td>0.00%</td>
<td>53.43%</td>
</tr>
<tr>
<td>TopQlty</td>
<td>83.33%</td>
<td>51.96%</td>
<td>90.16%</td>
<td>86.89%</td>
<td>80.33%</td>
<td>59.02%</td>
<td>1.47%</td>
</tr>
<tr>
<td>TopLen</td>
<td>48.53%</td>
<td>34.80%</td>
<td>68.85%</td>
<td>61.48%</td>
<td>42.62%</td>
<td>35.25%</td>
<td>67.65%</td>
</tr>
</tbody>
</table>

Table 3: Average result intersection between different algorithms

<table>
<thead>
<tr>
<th></th>
<th>U Cov</th>
<th>Q Cov</th>
<th>GUCov</th>
<th>GQ Cov</th>
<th>SU Cov</th>
<th>SQ Cov</th>
<th>Qlty</th>
</tr>
</thead>
<tbody>
<tr>
<td>Greedy-U</td>
<td>100%</td>
<td>67.78%</td>
<td>65.29%</td>
<td>54.13%</td>
<td>82.99%</td>
<td>66.04%</td>
<td>31.20%</td>
</tr>
<tr>
<td>Greedy-Q</td>
<td>57.48%</td>
<td>100%</td>
<td>44.90%</td>
<td>64.04%</td>
<td>53.28%</td>
<td>80.96%</td>
<td>51.22%</td>
</tr>
<tr>
<td>Greedy-GU</td>
<td>61.58%</td>
<td>50.29%</td>
<td>100%</td>
<td>76.67%</td>
<td>80.92%</td>
<td>66.95%</td>
<td>28.01%</td>
</tr>
<tr>
<td>Greedy-GQ</td>
<td>44.18%</td>
<td>63.12%</td>
<td>69.97%</td>
<td>100%</td>
<td>62.29%</td>
<td>81.09%</td>
<td>37.39%</td>
</tr>
<tr>
<td>Greedy-SU</td>
<td>75.77%</td>
<td>57.18%</td>
<td>79.00%</td>
<td>66.95%</td>
<td>100%</td>
<td>73.18%</td>
<td>28.18%</td>
</tr>
<tr>
<td>Greedy-SQ</td>
<td>53.66%</td>
<td>78.38%</td>
<td>58.86%</td>
<td>79.41%</td>
<td>66.94%</td>
<td>100%</td>
<td>43.94%</td>
</tr>
<tr>
<td>TopQlty</td>
<td>23.82%</td>
<td>47.16%</td>
<td>23.53%</td>
<td>3.28%</td>
<td>42.25%</td>
<td>100%</td>
<td>34.61%</td>
</tr>
<tr>
<td>TopLen</td>
<td>39.80%</td>
<td>46.08%</td>
<td>39.41%</td>
<td>49.78%</td>
<td>48.63%</td>
<td>34.61%</td>
<td>100%</td>
</tr>
</tbody>
</table>

6. RELATED WORK

The set selection problem we consider in this paper is closely related to the quality estimation, and ranking of reviews. Ranking can be viewed as another way to obtain a small set of reviews by selecting the top-k best reviews and we compare our algorithms against a ranking approach. There has been substantial amount of research in this area [19, 29, 9, 10, 32, 17, 15, 20]. In all of these
works, the output is a score for each review, or an ordering of the reviews. Our work is different in that we are trying to select a set of reviews that collectively perform well, rather than score each individual review.
There is also substantial amount of work on opinion summarization [14, 13, 31, 22, 21, 23]. The overall goal is to extract aspects (or features) of an product, and a short piece of text that summarizes the opinions on the different aspects. This is different from our approach where we want to find a subset of reviews that best captures the different aspects of a product. Our work is to a large extent complimentary to this work.

The most related work to ours is a recent work by Lappas and Gunopoulos [16] where they consider the problem of finding a small set of reviews that cover all product attributes, while preserving the distribution of positive and negative reviews. This is similar to our problem definition. However, our formulation is different from that in [16], since we look for a set of fixed size, and our goal is to cover aspects from both the positive and negative viewpoint, rather than preserve the viewpoint distribution. This difference leads to a different optimization problem, and as a result, to different algorithmic challenges.

Our problem is also related to query result diversification where the goal is to produce a ranking of the query results that cover as many query intents as possible. There is substantial amount of work in this area [1, 8, 11, 30, 2, 25, 28, 26, 27]. In this case, the goal is to return search results that are as orthogonal as possible and still relevant to the input query. This goal is usually formulated as an optimization problem that tries to maximize two competing measures: relevance and diversity. In our setting maximizing diversity is not an end in itself; we are content with non-orthogonal reviews as long as they collectively have high coverage of attributes.

In the case of the Group-Coverage problem, we want reviews from different viewpoints to work together to cover the attributes of the item, which is substantially different from the traditional diversification setting.

At a high level the problem we consider is similar to work on document summarization via sentence extraction where the goal is to pick a set of sentences that summarize a given document. Despite this high-level similarity, there are fundamental differences in the problem definition. Traditional document summarization (e.g., MMR [5] and Mead [24]) focus on designing scoring functions for candidate sentences: every sentence is scored independently of other sentences and the output contains a collection of highly scored sentences. These scoring functions do not take into account the interaction between sentences. In our case, we select sets of reviews rather than scoring each review separately.

The combinatorial version of the document-summarization problem has been only considered lately by Liu et al. [18]. In this case, the goal is to pick a set of sentences that collectively cover as many document topics and, at the same time have the minimum possible topical overlap. This formulation is different from the one we consider here: we do want high-coverage reviews, but we do not want them to be necessarily orthogonal to each other, and we also want to represent all possible viewpoints. As a result, the objective function and the corresponding optimization problem we consider are different from the one considered by Liu et al. [18]. Overall, although some special cases of the Coverage problem have been considered in the past for review-corpora management, our work is the first to provide and analyze the formalism in its full generality, including the Group-Coverage problem.

### 7. DISCUSSION AND CONCLUSIONS

In this paper we studied the problem of selecting a small subset of reviews from a large collection of reviews for a product, such that we cover the different attributes of the product with high quality content that represents different viewpoints. We provide a generic framework for formulating coverage problems that capture these requirements. We proposed algorithms for these problems, and studied their theoretical properties. We performed experiments, and showed that our algorithms achieve performance that is statistically significant. Our user study indicates that attribute coverage and viewpoint diversity are properties that appeal to users.

There are several interesting extensions of our work, and connections with different domains. First, in this paper we work with product reviews, but our generic framework can be applied to other domains as well. One such domain is news and updates. In this setting, we have a collection of articles about a specific event, or storyline. Each article covers specific aspects of the event, has some quality, and a specific viewpoint (e.g., conservative vs. progressive). We want to select a small subset of articles of high quality, that cover as many aspects of the event as possible and present all different viewpoints. This problem can be naturally modeled using the coverage formalism we introduced in this paper. This formulation can also be applied to the case that instead of articles we have tweets, or facebook updates about a specific event, person, or URL.

Another interesting extension of our work is the case where the attributes of the product that we want to cover are not statically predefined, but rather defined dynamically by the user. In this case, we are looking for the smallest set of reviews that covers all the specified attributes. We can easily modify our framework to handle this case, and the same greedy algorithms are still applicable to the minimization problem. For some of these algorithm we can again obtain approximation guarantees. Note that the user-defined attributes could be in the form of queries, rather than be selected from a fixed pool of attributes. It is not clear what results should be returned by a search engine when handling a \textit{collection} of queries, rather than a single query. Our work provides a possible approach for addressing this question.

Finally, our formulation allows for additional complexity that we did not explore in this paper due to size limitations. First, it is easy to incorporate the importance of attributes in our optimization criteria, if such information is available. Second, in our formulation we assumed that each review belongs to a specific group, for example positive or negative. It is though possible that the same review covers some attributes positively, and some attributes negatively. Our framework can be easily extended to handle this case, and our greedy group algorithms naturally generalize to this case.
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<table>
<thead>
<tr>
<th>User Satisfaction</th>
<th>Average Difference over TopQlty</th>
</tr>
</thead>
<tbody>
<tr>
<td>GREEDY-U</td>
<td>2.10</td>
</tr>
<tr>
<td>GREEDY-Q</td>
<td>2.10</td>
</tr>
<tr>
<td>GREEDY-GU</td>
<td>1.98</td>
</tr>
<tr>
<td>GREEDY-GQ</td>
<td>1.94</td>
</tr>
<tr>
<td>GREEDY-SU</td>
<td>2.13</td>
</tr>
<tr>
<td>GREEDY-SQ</td>
<td>2.11</td>
</tr>
<tr>
<td>TopLEN</td>
<td>2.26</td>
</tr>
<tr>
<td>TopQlty</td>
<td>1.98</td>
</tr>
</tbody>
</table>

Table 4: Average results in our user study.
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