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Abstract. Visual Question Answering (VQA) is a popular research
problem that involves inferring answers to natural language questions
about a given visual scene. Recent neural network approaches to VQA
use attention to select relevant image features based on the question.
In this paper, we propose a novel Dual Attention Network (DAN) that
not only attends to image features, but also to question features. The
selected linguistic and visual features are combined by a recurrent model
to infer the final answer. We experiment with different question repre-
sentations and do several ablation studies to evaluate the model on the
challenging VQA dataset.
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1 Introduction

Visual Question Answering (VQA) is an interdisciplinary research problem,
which has the potential applications for the visual impaired and the automatic
text querying of large image collections or surveillance videos.

The attention concept has been applied for solving the image caption prob-
lem, visual question answering, text question answering, and so on. There are
two general attention architectures. One is the LSTM architecture with each
sentence/question word as input and attending on the candidate features at
each time step [1, 2]. The other is using the whole sentence/question embedding
to attend on the candidate features from the beginning, similar to the memory
network style [3–6].

Several attention models [4–6] have been proposed for the VQA problem, but
these models only attend on image features. This paper explores the attention
on both image and question features for the VQA problem. Four different ques-
tion representations (word embedding, LSTM, Bidirectional LSTM, question
convolutional neural network) are experimented in the proposed Dual Atten-
tion Network. We also conduct two ablation studies to help us understand the
attention models for VQA problem.
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Fig. 1. Our Dual Attention Network (DAN) model applies the same hidden state of
the LSTM to attend on both the question features and image convolutional features.
The question features are denoted as “Question CNN” while other question features
can also be used.

2 Related Work

In one of the early works [7] about visual question answering, VQA is proposed
as a Turing test proxy. Their approach is based on handcrafted features using a
semantic parse of the question and scene analysis of the image and combined in
a latent-world Bayesian framework. Later papers [8, 9] directly adapt the image
captioning models to solve the VQA problem by generating the answer using a
recurrent LSTM network conditioned on the image CNN output and each ques-
tion word. These end-to-end deep neural networks learn features directly from
data and achieve improved results compared to earlier hand-crafted approaches.

Recently, [10] proposes a large scale VQA data set with two tasks, the Open-
Ended task and the Multiple-Choice task. Several recent papers report results on
this dataset. The non-attention based models include iBOWIMG [11], ACK [12]
and DPPnet [13]. For the attention based models, the D-NMN [14] uses attention
operation in the composable modules. SAN [4], SMem-VQA [5] and DMN [6]
are similar to memory network [3] in principle, which all use the collected visual
evidences and question features to predict the final answer.

3 Dual Attention Network

An overview of the proposed Dual Attention Network is illustrated in Fig. 1.
The input to our network is an image of fixed size and a question comprised of
a variable-length sequence of words. The model uses a recurrent neural network
LSTM as the state update mechanism. The hidden state of the LSTM is used
to attend to both the question features and image features.
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3.1 Image Attention

The input image is processed by a convolutional neural network (CNN) to ex-
tract high-level M -dimensional visual features on a grid of spatial locations.
Specifically, we use S = {si|si ∈ RM ; i = 1, · · · , L} to represent the spatial CNN
features at each of the L grid locations. In this paper, the outputs of GoogLeNet
(inception 5b/output) [15] are used as the image features. The LSTM hidden
state ht is used to attend to the visual features S, as follows:

Fs = WsS + bs (1)

hs = Whsht−1 + bhs (2)

As = softmax(Was(hs ⊕ Fs)) (3)

Is = AsS (4)

where Fs is the embedding of image features S, hs is the embedding of previous
LSTM hidden state ht−1, As are the attention weights, and Is are the attended
image features that are passed to the next time step of LSTM. ⊕ is an operator
that adds the vector hs to the columns of the matrix Fs.

3.2 Question Attention

Each word in the question is first represented as a one-hot vector of the size of
the vocabulary, with a value of one only in the corresponding word position and
zeros in the other positions. Each one-hot vector is then embedded into a real-
valued word vector, V = {vj |vj ∈ RN ; j = 1, · · · , T}, where T is the maximum
number of words in the question and N is the dimensionality of the embedding
space. Sentences with length less than T are padded with special -1 value, which
are embedded to all-zero word vectors.

We explore four kinds of question features, namely direct word embedding,
LSTM hidden state, Bidirectional LSTM hidden state and question convolutional
neural network (question CNN). The word embedding of each question word
does not contain the overlap context information, while the other three features
contain certain nearby context information. We use Q to represent the question
features. The word embedding for each word in the question is a learned real-
valued word vector V . In the LSTM, each word in the question is fed into the
LSTM at each time step in sequence. The hidden state of each time step is used
for the question features Q. In Bidirectional LSTM, one additional LSTM is used
to encode the question words in reverse order. The forward and backward hidden
states at each time step are fused to form the hidden state for the Bidirectional
LSTM, which is the question features Q. For the question CNN, we modify from
a model proposed in [16]. This model is a 3-layer CNN architecture which uses
256/256/128 filters in the first/second/third layer. The question convolutional
features Q represents the output of the question CNN applied on word vectors
V .
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The question side attention is listed as follows:

Fv = WvQ+ bv (5)

Av = softmax(Wav(hs ⊕ Fv)) (6)

Iv = AvQ (7)

where Fv is the embedding of question features Q, Av are the attention weights,
and Iv are the attended question features that are fed into the next time step of
the LSTM. Here, the model uses the same embedding hs of the LSTM hidden
state to attend on the question features Q as in the image attention layer.

3.3 Recurrent Dual Attention Model

Our Dual Attention Network combines the question and image attention layers
described above. At each time step of the LSTM, the same embedding of the
hidden state ht−1 is used to generate the attended image features Is and attended
question features Iv. These are then used as inputs to the LSTM to update the
LSTM hidden state in the next time step. We modify the LSTM units to include
the attended features from both the image and question side. The modified
LSTM equations are as follows:

ft = σ(WfsIs +WfvIv +Wfht−1 + bf ) (8)

it = σ(WisIs +WivIv +Wiht−1 + bi) (9)

ot = σ(WosIs +WovIv +Woht−1 + bo) (10)

c̃t = φ(WcsIs +WcvIv +Wcht−1 + bc) (11)

ct = itc̃t + ftct−1 (12)

ht = otφ(ct) (13)

The hidden state from the last time step of the fusion LSTM is used to predict
the answer and connect to the cross entropy loss layer. Following the tradition
of LSTM attention model, no attention is done at the first time step since the
hidden state at the first time step is randomly initialized, and the model just
inputs the average of each location’s image features and the average of each word
vector in the question at the first time step.

4 Experiments

4.1 Question Features

The learning curves of the four question features on sampled validation batches
are shown in Fig. 2 (0-1 accuracy). We observe that among these four question
features, direct word embedding performs the worst. LSTM is significantly better
than word embedding, Bidirectional LSTM is slightly better than LSTM by
about 2%, and the question CNN exceeds the Bidirectional LSTM by about 5%.
Based on these results, we select the question CNN features for our model in the
following experiments.



Dual Attention Network for Visual Question Answering 5

Fig. 2. Learning curves of four different question features in DAN model.

4.2 Ablation Studies

We design two ablation studies to help us understand the DAN model as well
as other attention models for solving VQA problem, and present the results in
Fig. 3. The two ablation studies are as follows: 1) showing each word in sequence
on the question side of the fusion LSTM (First Ablation Model); and 2) removing
the question side attention from the second time step and only attending on
image convolutional features (Without Question Attention).

The model in the first ablation study is similar to the image captioning
attention model [1] and the grounded question answering model Visual7W [2]
with image patches as multiple choice answers. If we directly use the model in this
ablation study to predict the answer for the VQA problem, the accuracy is about
10% lower compared to our DAN model in Fig. 3. The ablation model accepts
each question word in sequence and attends on the convolutional image features
at each time step. So the ablation model uses incomplete question information
to attend on visual features at each time step, and the model will not see the
whole question until the last time step of the fusion LSTM where it predicts the
answer. This may be the reason for the low performance of the ablation model
on the VQA problem. This ablation study indicates that allowing the model to
access whole question information from the beginning is important for solving
the VQA problem.

The second ablation study takes away the whole question-side attention and
only keeps the image-side attention, and the LSTM hidden state in the last time
step is used to predict the final answer. Fig. 3 shows that the sampled batch
validation accuracy becomes extremely poor for this ablation model (Without
Question Attention). We compare this ablation model to an attention based VQA
model SAN [4] to investigate the reason of the poor performance. In SAN model,
the final answer is predicted using the addition of the collected visual evidence
and one whole question representation. In this ablation model, the hidden state
in the last time step of the LSTM contains the collected visual evidence, but
the whole question representation component is missed for directly predicting
the final answer, compared to SAN. So in these memory network like models
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Fig. 3. Ablation studies of DAN model. “Without Question Attention” is early stopped
due to the poor accuracy.

test-dev test-standard
methods Overall yes/no number others Overall yes/no number others
iBOWIMG [11] 55.7 76.6 35.0 42.6 55.9 76.8 35.0 42.6
DPPnet [13] 57.2 80.7 37.2 41.7 57.4 80.3 36.9 42.2
ACK [12] 59.2 81.0 38.4 45.2 59.4 81.2 37.1 45.8
deeper LSTM Q + Norm I [10] 57.8 80.5 36.8 43.1 58.2 80.6 36.5 43.7
NMN [17] 54.8 77.7 37.2 39.3 55.1 - - -
D-NMN [14] 57.9 80.5 37.4 43.1 58.0 - - -
SAN [4] 58.7 79.3 36.6 46.1 58.9 - - -
DMN [6] 60.3 80.5 36.8 48.3 60.4 80.4 36.8 48.3
MRN [18] 61.7 82.3 38.8 49.3 61.8 82.4 38.2 49.4
[19] 61.8 79.7 38.7 51.7 62.1 - - -
[20] 63.3 81.9 39.0 53.0 63.2 81.7 38.2 52.8
MCB [21] 64.7 82.5 37.6 55.6 - - - -
DAN (ours) 60.1 81.1 35.3 47.7 - - - -

Table 1. Test-dev and Test-standard results on the Open-Ended VQA dataset (in
percentage).

for solving VQA problem [4–6], incorporating one direct question representation
path for the final answer prediction is very important. In our Dual Attention
Network, the attended question is a kind of question representation with focus
on certain parts of the question. The attended question features and attended
image features are fused to update the LSTM hidden state which contains the
collected evidence, and the LSTM hidden state at the last time step which is used
to predict the final answer has direct access to one whole question representation.

4.3 Comparison to other Models

We evaluate our proposed Dual Attention Network on the large scale data set for
visual question answering, VQA full release (V1.0) [10]. The evaluation results
of the Open-Ended task are shown in Tab. 1. The Open-Ended server evaluation
uses the evaluation metric introduced by [10], which gives partial credit to certain
synonym answers: Acc(ans) = min {(# humans that said ans)/3, 1}. The image
features take ResNet-50 [22] and the question features take question CNN.
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5 Conclusion

In this paper, we explore the idea of attending on both the image and question
for the VQA problem. Different question features are experimented and two
ablation studies are designed to help understand the VQA models. We also get
competitive results on the Open-Ended task of VQA.
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