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Abstract—Wireless Sensor Networks (WSN) comprise a fast-deloping research area with a vast spectrum of apmlations. A WSN
design is influenced by many factors such as transssion errors, network topology and power consumptin. Consequently, developing
a WSN application introduces several implementatiorchallenges. In this paper, we describe a multi-agria architecture in order to
achieve energy-aware and consistent message forwamgl over a WSN. Using the proposed architecture aigcted acyclic graph (DAG)
is formed throughout the WSN. Such DAG is used fomulti-source data aggregation to a single sink. Itrmediate nodes evaluate their
energy reserve and induced error and decide whethanessage retransmission is needed. A sink is ne@egsn order to collect, process
and probably forward these data to a more sophistated system for further processing. The discusseddhitecture is developed using
TinyOS, an operating system designed for WSN nodeand nesC, an extension of C. Finally evaluation selts are presented.

|. INTRODUCTION

The recent advances in highly integrated digitattebamics and wireless communication technology have

led to the development of low cost, large-scale Ewd power sensor networks. Such networks are
composed by a large number of micro-sensor nodeshvare equipped with communication and minimal
computation capabilities. Sensor nodes are abladwoitor a wide variety of physical parameters sash
temperature, humidity, light, radiation, noise,.gend report them using ad hoc network protocald a
algorithms. The capabilities of sensor networksehsignificant impact on numerous application areitis
varying requirements and characteristics in oue Ifuch as military control and communications;
environment forecast systems, forest fire detectioedical treatment, as well as, traffic controdan
security. In the future, sensors collecting datkh lm@come really ubiquitous i.e., be found everywehen
machines, buildings, even on our clothes.

The constraints of sensor nodes render the desigmamnagement of a WSN very challenging. Firstly,
sensors have limited resources such as battetyriégvarying from hours to several years depending
the application), computational power, data storage communication bandwidth. Hence, it is impdrtan
for a WSN architecture to take into consideratiom metwork topology, power consumption, data ratk a
fault tolerance in order to avoid significant enecgnsumption and improve bandwidth utilization. [2]

[I. PRIOR AND RELATED WORK

In the recent years, numerous articles have beblispad describing new algorithms, routing protscol
and architectures aiming at WSN lifetime maximiaatithrough energy awareness.

Already proposed routing techniques ([1], [3]) WISNs aiming at energy conservation, employ routing
tactics such as data aggregation, in-network psiegsclustering, different node role assignmert data-
centric methods. There are several ways of cataggrihese protocols and algorithms. For exampley t
can be discriminated depending on the network strado Flat Networks Routing (Data-centric routing
[1]), Hierarchical Networks Routing and Locationsbd Routing [3]. Intanagonwiwat et al. [9] proposed
Directed Diffusion a data-centric (i.e. all communication is for nartata) and application-aware
paradigm aiming at avoiding unnecessary operatinsetwork layer routing in order to save energy by
selecting empirically good paths and by caching amatessing data within the network. Yao and Gehrke
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[17] proposed another data-centric protocol, namE@@UGAR, for an architecture which treats the
network as a huge distributed database sysis@rgy Aware Routing, a protocol proposed by Shah and
Rabaey [13], although similar to Directed Diffusiahdiffers in the sense that it uses occasionsillig-
optimal paths to obtain energy benefits. This proktacan achieve longer network lifetime as enesqyy i
dissipated more equally among all nod€EEN and APTEEN, two hierarchical routing protocols are
proposed by Manjeshwar and Agarwal [12]. TEEN (Shadd-sensitive Energy Efficient sensor Network
protocol) and APTEEN (Adaptive Periodic Threshodshsitive Energy Efficient sensor Network protocol)
are suitable for time-critical applications. In bgirotocols the key factor is the measured atteflsutalue.
The additional feature of APTEEN is the capabitifchanging the periodicity and the parameterseEN
according to user and application needs. The carafegeneric, utility-based decision making in W&N
described in [5], where Byers and Nasser try tontjfyathe cost of each action performed by a senspr
adopting heuristic assessments. Apart from roytimogocols, PowerTOSSIM [14], a WSN simulation tool
has been developed. PowerTOSSIM provides an aecupar-node estimate of power consumption.
PowerTOSSIM is an extension of TOSSIM ([10]-[1115]), the event-driven simulation for TinyOS [16]
applications.

[1l. SYSTEM ARCHITECTURE

The considered system architecture relies on tlypss/roles of sensor nodes:

e Sensing nodes (or sources) that sense certaincahgsirameters and transmit the relevant informatio
towards other nodes in the infrastructure.

e Communication (or relay) nodes that, wirelesslygeree readings from sensing nodes (or other
communication nodes) and relay them upstream tawvérd final recipient of such information.
Communication nodes come into play whenever dinettvork connectivity is not feasible (due to
limited resources such as power in the radio iatef and bridge the, otherwise inaccessible, nodes.

¢ Sink nodes that are the final recipients of thesedrinformation. Sink nodes are typically connectted
conventional computing equipment for complex preoces of the accumulated readings.
Alternatively, sink nodes may be attached to ampth®ore elaborate network topology (e.g., a
WLAN or a fixed network) for further forwarding.

The aforementioned nodes form a directed acyclplgra rooted tree structure. The root of their¢iee

sink node (exactly one node), all other nodes nssyime the role of sensing nodes (at least one isode
required), or communication nodes.
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Fig. 2. Message Aggregation.

Fig. 1. WSN topology.

Through a sequence of nodes a data flow (DF) aa#ogia certain leaf node with the root node isgei
served. For example, a data flow is SN CN4 - CN1 - S. Every communication node reserves
memory and communication resources for each DHeveleinse nodes reserve resources only for their own
DF. The architecture can be generalized in ordesufiport a forest-like topology with multiple sinksis
essential to maintain the concept of the DFs, ithagach node forwards all of its messages to ¢lexted
sink following an already established path. Thesaoir the proposed architecture is an embeddedatontr
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mechanism (called Transmission Control Mechanis@MY which optimizes the energy consumption
within the WSN. Every sensing and communicationenades TCM in order to determine the utility of
each upstream transmission. The TCM takes certégria into account and may decide not to propagat
the considered message upstream. The peer TCMtlieeTCM found in the next node upstream) should
be able to conceive this situation and react adegly Below, we describe briefly the criteria catered

by the TCM for assessing the utility of messag@dmaission, as well as the main components of the
mechanism.

The considered mechanism implements Heart-Beat (Rjsages in order to determine whether a node
is alive. These messages contain also sensor gsadid they are transmitted unconditionally frorergv
sensing node. Communication nodes forward HB messagconditionally. Each TCM implements an
extrapolation scheme on the received sensor readlifige monitored physical parameter is assumedrip v
smoothly over time (e.g., as a polynomial functafriime). Whenever a new measurement is preseoted t
the TCM, the latter entity determines whether therpTCM (in the upstream path) can reproduce the ne
value without, explicitly, receiving it. To achievhkis objective, an a-priori agreed extrapolatichesné
(common throughout the WSN) is engaged. The lo€Tcalculates an extrapolated value (EV) for the
sensed physical variable using previous measuremdiite EV is compared against the actual, new
measurement and the relevant error is calculatdek dstimated error level will contribute to the
determination of the message transmission utifitthe message is not transmitted upstream, thepder
TCM will perform the same extrapolation calculatiand consider the (locally estimated) EV as the new
received measurement. The receiving end performgscticulation when a timeout event occurs. Each
TCM has a timer, which is restarted upon receptiba message or a timeout event. A timeout pesod i
application specific. The mandatory forwarding oB lhessages avoids an unconstrained error increase
spatially and temporally. This scheme is appliedatbthe DFs handled by the considered node.

Furthermore, data aggregation is performed wheonan@nication node is required to propagate values
from more than one DF. The new message consistheofvalues that TCM designated as necessary
transmissions. Using this aggregation mechanise,dtta received and/or extrapolated from a node N,
form a single message which is forwarded upstréawards the sink.

A. Discussion on the Utility function design

Let Uk denote the utility of the sensor node k with respe the transmission of a new (not HB) message
upstreamUy is a function of time, the current node energyemnes and the received measurement for a
certain DF.Uy is calculated as follows:

U =W -Ubgq +W Ul +(@=D wW)-Ug L, > w<l U, =1, for all HB messages

energy error time ?
i=1,2 i=1,2

The weightsw; are application specific. The three utility compots, for a given sensor node k, are
calculated as follows:
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1 An appropriate extrapolation scheme is chosenrdimto the nature of the sensed data.
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whereE denotes the current energy reserve of the corsidardeE .y is the maximum energy quantity
that can be accumulated in the node, denotes the error induced in the measurement segugy the
extrapolation scheme that is globally adopted thhowt the WSN topologyerrinesold IS the maximum
tolerable deviation that can be induced in theeotdld readings/T is the HB interval andit is the time
that elapsed from the previous HB message trangmis§he time component is mainly used in order to
reduce the possibility of transmitting a messaghtrafter or right before the transmission of HBssage.

The three utility components provide a full syngpsf the current status of the WSN, i.e., the gnerg
component reflects the energy status of the nbeegtror component reflects the variance withinFa &d
the time component reflects the clocking statuhefentire topology.

Whenever the utility for a given sensor node k drbplow an application specific threshold g, thesse
node halts upstream message re-transmission. Héreeontrol condition for intelligent, energy awar
message forwarding is:

Uc=2g>0

Threshold parameteag represents the trade-off between the two conilictjoals: energy conservation
and quality of the gathered data. Taking into adersition the value af, each node k achieves a balance
between the energy cost of a message’s forwardidgtlze utility of this transmission with respectit®
usefulness to the specific application.

B. Node Finite Sate Machine

An important aspect of the proposed architecturthesstep-based network synchronization. Each node
follows a predefined duty cycle. During each deygle, a node changes states according to the tapera
being performed. This scheme ensures that each mallebe synchronized with its neighbors.
Synchronization is crucial in order to achieveaele message forwarding, as well as, energy coaisenv
Having knowledge of its neighbors’ duty cycle, ades state can be changed to sleep mode in order to
reduce energy consumption. During sleep mode, dlde stops any computation and communication with

its neighbors.
Listen/
Receive

-

Fig. 3. Node’s duty cycle.

As shown in the Finite State Machine presentedpransunication node firstly listens for incoming
messages. After the reception of a message (or aftemeout), the node computes the utility of the
transmission of the values received (or extrapd)at®ased on this computation, TCM decides whediner
upstream message is going to be forwarded. Duahi@gemaining period of the duty cycle, the nodeds
by (in sleep mode). It is estimated that a nodearesnin sleep mode for over 75% of its lifetime.

V. PERFORMANCEASSESSMENT

TinyOS, an event-driven operating system speclficd¢signed for sensor networks, has been used to
develop several parts of the proposed multi-catenessage forwarding scheme. TinyOS has become a
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popular environment for experimenting with and depmg sensor network applications. A TinyOS
program is a graph of components (independentiesjtitit is a component-based runtime environment
which has been developed using the nesC languag 6]-[7], [18]) is an extension of C that proes
support for the TinyOS component and concurrencgehand all the low-level features necessary for
accessing hardware.

We carried out several experiments using WSN tapetohaving several source nodes but a single sink
node. Every source node initiates a data-flow td&dhe sink which is routed through the communicati
nodes. During the WSN initialization phase eachendgnamically acquires an identifier (ID), knows it
role (communication node/source node) and neightebitdren, parent). Each message comprises atb6-bi
header and a variable sized body, depending otiotiaarding decisions. Based on the role assigned to
each node, only the needed modules are enableldwiio a duty cycle. The duty-cycle aids in
synchronizing communication and organizes the sempief scheduled events, in order to increase gnerg
efficiency. The simulation results are based omd8e and 31-node DAG network topologies (full bynar

trees).
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evaluated at the sink)

Another very important design parameter is the nedergy model. We adopted the Mica2 energy
consumption model. Specifically, the execution dfiregle CPU instruction requires 4 nJ, the CPU &vhil
staying in idle mode consumes 9.6 mJ/s and in dtgnchode consumes 0.33 mJ/s. We also take into
account the transition energy cost between diftestates. Finally, the energy cost of transmittargl
receiving messages is measured per bit. Specyfica# transmission of a message costs 720 nithitree
reception of a message 110 nJ/bit. These estinamt=snean values of the lower and upper bound of
transmission and reception costs.

V. SIMULATION RESULTS

The conducted simulations show the effect of theppsed architecture. Numerous simulations using
different parameter values, shows that effectivergy conservation strongly depends on the sucaessio
sensor states and WSN synchronization. Another imgpprtant issue when designing such a schemeeis th
fact that each node continuously consumes energy ividle or in stand-by mode. As a result switchi
off the radio component and limiting the listenipgriod prolongs the lifetime of the WSN. Based bba t
simulation results the conditional forwarding of MEA eliminates unnecessary transmissions, thus
reducing the transmitted messages for about 6088%. The proposed scheme, by combining conditional
transmission, data aggregation and network synctabon succeeds significant energy savings. The ga
climbs up to 10%, which is lower than the perceatafjthe messages which were not transmitted. ddns
be explained by the fact that the CPU of a motesgotes energy in the idle and standby modes.



V1. CONCLUSIONS- FUTURE WORK

In this paper we have presented a multi-criteri@zsage forwarding architecture for WSN. The goal of
the proposed architecture is to reduce energy copson by avoiding unnecessary message transmgsion
Energy awareness in WSNs is an emerging reseaezh ard the protocols presented in the relevant
literature are focused on determining low-cost patithin the existing network. On the other hand,tvy
to avoid in-network transmissions if the inducedoelis acceptable. A combination of both techniques
would lead to better results ensuring the prolangatf the lifetime of the WSN. Two protocols theatuld
be combined with the proposed architecture aredyn®&ware Routing and TEEN.

We believe that it is very important to evaluate thsponsiveness of our architecture to increasdd n
mobility. Node mobility is a prerequisite for sonM\¥SN applications, thus, resulting to even more
demanding energy awareness and routing protocotsedder, we plan to implement intelligent data
aggregation schemes to be embedded in the comnionicendes. Such schemes may significantly reduce
the upstream communication requirements by memir@t a certain level within the WSN hierarchy. The
applicability of the aggregation model is closedated to the nature of the monitored physicalaldes,
the spatial WSN node distribution and temporal elation of upstream messages. Finally, we intend to
compare the presented scheme with already impl@dgmbtocols (i.e. Directed Diffusion).
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