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Abstract. Property testers form an important class of sublinear-time algorithms. In the standard property testing model, an algorithm accesses the input function $f : D \to \mathbb{R}$ via an oracle. With very few exceptions, all property testers studied in this model rely on the oracle to provide function values at all queried domain points. However, in many realistic situations, the oracle may be unable to reveal the function values at some domain points due to privacy concerns, or when some of the values get erased by mistake or by an adversary. The testers do not learn anything useful about the function by querying those erased points. Moreover, the knowledge of a tester may enable an adversary to erase some of the values so as to increase the query complexity of the tester arbitrarily or, in some cases, make the tester entirely useless.

In this work, we initiate a study of property testers that are resilient to the presence of adversarially erased function values. An $\alpha$-erasure-resilient $\varepsilon$-tester is given parameters $\alpha \in [0, 1), \varepsilon \in (0, 1)$, along with oracle access to a function $f$ such that at most an $\alpha$ fraction of function values have been erased. The tester does not know whether a value is erased until it queries the corresponding domain point. The tester has to accept with high probability if there is a way to assign values to the erased points such that the resulting function satisfies the desired property $\mathcal{P}$. It has to reject with high probability if, for every assignment of values to the erased points, the resulting function has to be changed in at least an $\varepsilon$ fraction of the non-erased domain points to satisfy $\mathcal{P}$. Erasure-resilient testing generalizes the standard property testing model of Rubinfeld and Sudan (SIAM J. Comput., 1996) and Goldreich, Goldwasser and Ron (J. ACM, 1998). Compared to the tolerant testing model of Parnas, Ron and Rubinfeld (J. Comput. System Sci., 2006), our model places less stringent requirements on the tester.

We design erasure-resilient property testers for a large class of properties. For some properties, it is possible to obtain erasure-resilient testers by simply using standard testers as a black box. However, for some more challenging properties, all existing algorithms are more likely to query certain points in the domain. If these points are erased, the algorithms break. We give efficient erasure-resilient testers for several important classes of such properties including monotonicity, the Lipschitz property, and convexity. Finally, we show a separation between the standard and erasure-resilient testing. Specifically, we describe a property that can be $\varepsilon$-tested with $O(1/\varepsilon)$ queries in the standard model, whereas testing it in the erasure-resilient model requires a number of queries polynomial in the input size.

Key words. sublinear algorithms, property testing, error correction, monotone, convex and Lipschitz functions

AMS subject classifications. 68W20, 68W25, 68P10, 68Q87, 68W40

1. Introduction. In this paper, we revisit the question of how sublinear-time algorithms access their input. With very few exceptions, all algorithms studied in the literature on sublinear-time algorithms have oracle access to their input. However, in
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1Sublinear-time algorithms with various distributional assumptions on the input positions that the algorithms access have been investigated, for example, in [34, 4, 37]. There is also a line of work, initiated by [5], that studies sublinear-time algorithms that access distributions, as opposed to fixed
many applications, this assumption is unrealistic. The oracle may be unable to reveal parts of the data due to privacy concerns, or when some of the values get erased by mistake or by an adversary. Motivated by these scenarios, we propose to study sublinear-time algorithms that work with partially erased data.

Formally, we view a dataset as a function over some discrete domain \( D \), such as \( [n] = \{1, \ldots, n\} \) or \([n]^d\). For example, the classical problem of testing whether a list of \( n \) numbers is sorted in nondecreasing order can be viewed as a problem of testing whether a function \( f : [n] \rightarrow \mathbb{R} \) is monotone (nondecreasing). Given a parameter \( \alpha \in [0, 1) \), we say that a function is \( \alpha \)-erased if at most an \( \alpha \) fraction of its domain points are marked as “erased” or protected (that is, an algorithm is denied access to these values). An algorithm that takes an \( \alpha \)-erased function as its input does not know which values are erased until it queries the corresponding domain points. For each queried point \( x \), the algorithm either learns \( f(x) \) or, if \( x \) is an erased point, gets back a special symbol \( \perp \). We study algorithms that work in the presence of adversarial erasures. In other words, the query complexity of an algorithm is the number of queries it makes in the worst case over all \( \alpha \)-erased input functions.

In this work, we initiate a systematic study of property testers that are resilient to the presence of adversarial erasures. An \( \alpha \)-erasure-resilient \( \varepsilon \)-tester for a property \( P \) is given parameters \( \alpha \in [0, 1), \varepsilon \in (0, 1) \), along with oracle access to an \( \alpha \)-erased function \( f \). The tester has to accept with high probability if \( f \) can be completed to a function on the whole domain that satisfies the desired property \( P \) and reject with high probability if every completion of \( f \) is \( \varepsilon \)-far from \( P \) on the nonerased part of the domain, that is, every completion of \( f \) needs to be changed on at least an \( \varepsilon \) fraction of the nonerased points in its domain. We stress that the relative distance of a function to a property is measured as a fraction of the nonerased points whose values need to be changed in order to satisfy the property. This is because one can always assume that a function is “correct” on the erased points.

Relationships with other models. Erasure-resilient property testing model generalizes the standard property testing model of Rubinfeld and Sudan [47] and Goldreich, Goldwasser and Ron [34]. Compared to the tolerant testing model of Parnas, Ron and Rubinfeld [44], our model places less stringent requirements on the tester. We explore the relationship of erasure-resilient testing with these other testing models in Section 7.

We provide (in Section 7.1) a separation between our erasure-resilient model and the standard model, showing that erasure-resilient testing is a strict generalization of standard testing. Specifically, we prove the existence of a property that can be tested with \( O(1/\varepsilon) \) queries in the standard model, but requires polynomially many queries in the length of the input in the erasure-resilient model. This result builds on the ideas of Fischer and Fortnow [30] that separate tolerant testing from standard testing.

We discuss the relationship of erasure-resilient testing and tolerant testing in Section 7.2. A tolerant tester for a property \( P \), given two parameters \( \varepsilon_1, \varepsilon_2 \in (0, 1) \), where \( \varepsilon_1 < \varepsilon_2 \), is required to, with probability at least 2/3, accept inputs that are \( \varepsilon_1 \)-close to \( P \) and reject inputs that are \( \varepsilon_2 \)-far from \( P \). We prove that the existence of tolerant testers implies the existence of erasure-resilient testers with related parameters. Using this implication and existing tolerant testers for sortedness [48], monotonicity [28], and convexity [27], we get erasure-resilient testers for these properties as corollaries. We note that the erasure-resilient testers obtained this way work only for a restricted range of erasures. However, we obtain erasure-resilient testers for the above properties datasets. In this work, we focus on fixed datasets.
Intuitively, the relationship of our erasure-resilient model to tolerant testing is akin to the relationship between error-correcting codes that withstand erasures and error-correcting codes that withstand general errors. We conjecture that erasure-resilient testing can be separated from tolerant testing in the same strong sense as in our separation of standard testing from erasure-resilient testing.

Generic transformations. Our first goal while designing erasure-resilient testers is to understand which existing algorithms in the standard property testing model can be easily made erasure-resilient. We show (in Section 2) how to obtain erasure-resilient testers for some properties by using standard testers for these properties as black box. Our transformations apply to sample-based testers, which are testers that query uniformly and independently sampled points\(^2\). More specifically, our first transformation works for proximity oblivious testers (POTs) \([36]\) that are, in addition, restricted to be sample-based. Our second transformation applies to sample-based testers for a class of properties that we call extendable. Loosely speaking, a property is extendable if (1) a function satisfying the property on a subdomain can be extended to a function satisfying the same property on the whole domain, and (2) a function that is \(\varepsilon\)-far from the property on a subdomain cannot be extended to a function on the whole domain that satisfies the property without changing the values on at least an \(\varepsilon\) fraction of positions on the subdomain. Extendable properties are a generalization of a class of properties defined by Jha and Raskhodnikova \([40]\) and are formally defined in Definition 2.6.

Using our second transformation, we are able to obtain erasure-resilient testers for properties such as being a low-degree univariate polynomial \([47]\), monotonicity over general poset domains \([32]\), convexity of black and white images \([10]\), and Boolean functions over \([n]\) with at most \(k\) runs of 0s and 1s.

Erasure-resilient testers for more challenging properties. One challenge in designing erasure-resilient testers by using existing algorithms in the standard model as a starting point is that many existing algorithms are more likely to query certain points in the domain. Therefore, if these points are erased, the algorithms break. Specifically, the previously known optimal algorithms for testing whether a list of numbers is sorted (and there are at least three different algorithms for this problem \([26, 12, 18]\) have this feature. Moreover, it is known that an algorithm that makes uniformly random queries is far from optimal: it needs \(\Theta(\sqrt{n})\) queries instead of \(\Theta(\log n)\) for \(n\)-element lists \([26, 29]\).

There are a number of well studied properties for which all known optimal algorithms heavily rely on querying specific points. Most prominent examples include monotonicity, the Lipschitz properties and, more generally, bounded-derivative properties of real-valued functions on \([n]\) and \([n]^d\), as well as convexity of real-valued functions on \([n]\). It is especially challenging to deal with real-valued functions in our model, because there are many possibilities for erased values. We give efficient erasure-resilient testers for all aforementioned properties of real-valued functions in Sections 3-6.

1.1. The Erasure-Resilient Testing Model. We formalize our erasure-resilient model for the case of property testing. Erasure-resilient versions of other computational models, such as tolerant testing, can be defined analogously.

---

\(^2\)Sample-based testers were first considered by Goldreich, Goldwasser and Ron \([34]\). A systematic study of sample-based testers was initiated by Goldreich and Ron \([37]\) and continued by Fischer et al. \([31]\). Sample-based testers are also called uniform testers in some other papers on testing specific properties \([10, 9, 11]\).
Definition 1.1 (α-erased function). Let \( D \) be a domain, \( R \) be a range, and \( \alpha \in [0,1) \). A function\(^3\) \( f : D \to R \cup \{\perp\} \) is \( \alpha \)-erased if \( f \) evaluates to \( \perp \) on at most an \( \alpha \) fraction of domain points. The points on which \( f \) evaluates to \( \perp \) are called erased. The set of remaining (nonerased) points is denoted by \( N \).

Note that an \( \alpha \)-erased function has at most an \( \alpha \) fraction of its values erased. In particular, a function with no erasures is also an \( \alpha \)-erased function for all \( \alpha \in [0,1) \).

A function \( f' : D \to R \) that differs from a function \( f \) only on points erased in \( f \) is called a completion of \( f \). The (Hamming) distance of an \( \alpha \)-erased function \( f : D \to R \cup \{\perp\} \) from a property (set) \( P \) is the minimum number of points in \( N \) on which every completion of \( f \) needs to be changed to satisfy \( P \). The relative Hamming distance of \( f \) from \( P \) is the aforementioned quantity normalized by \( |N| \). An \( \alpha \)-erased function \( f \) is \( \varepsilon \)-far from a property \( P \) if the relative Hamming distance of \( f \) from \( P \) is at least \( \varepsilon \).

Definition 1.2 (Erasure-resilient tester). An \( \alpha \)-erasure-resilient \( \varepsilon \)-tester of property \( P \) gets input parameters \( \alpha \in [0,1) \), \( \varepsilon \in (0,1) \) and oracle access to an \( \alpha \)-erased function \( f : D \to R \cup \{\perp\} \). It outputs, with probability\(^4\) at least \( 2/3 \),

- **accept** if there is a completion \( f' : D \to R \) of \( f \) that satisfies \( P \);
- **reject** if every completion \( f' : D \to R \) of \( f \) needs to be changed on at least an \( \varepsilon \) fraction of \( N \), the nonerased portion of \( f \)'s domain, to satisfy \( P \) (that is, \( f' \) is \( \varepsilon \cdot \frac{|N|}{|D|} \) far from \( P \)).

The tester has 1-sided error if the first item holds with probability 1. The tester is nonadaptive if the queries made by the tester do not depend on the answers to the previous queries, and adaptive otherwise.

Let \( f_N \) denote the function \( f \) restricted to the set \( N \) of nonerased points. We show (in Section 2) that if property \( P \) is extendable (Definition 2.6), we can define a property \( P_N \) such that the erasure-resilient tester for \( P \) is simply required to distinguish the case that \( f_N \) satisfies \( P_N \) from the case that \( f_N \) is \( \varepsilon \)-far from satisfying \( P_N \). For example, if \( P \) is monotonicity of functions on a partially-ordered domain \( D \) then \( P_N \) is monotonicity of functions on \( N \). (Most of the properties we consider in this article, including monotonicity, Lipschitz properties and convexity, are extendable properties.) Note that, even for the case of extendable properties, our problem is different from the standard property testing problem because the tester does not know in advance which points are erased.

1.2. Relationships With Other Testing Models. In this section, we state our results that place erasure-resilient testing in between standard testing \([47, 34]\) and tolerant testing \([44]\).

**Connections to standard testing.** Erasure-resilient testing is a generalization of standard property testing \([47, 34]\). For functions with no erasures, we can set \( \alpha = 0 \) in Definition 1.2 and obtain the definition of a standard tester. In Section 7.1, we prove the following theorem which shows that erasure-resilient testing is a strict generalization of standard testing even for properties of Boolean strings.

---

\(^3\)Any object can be viewed as a function. E.g., an \( n \)-element array of real numbers can be viewed as a function \( f : [n] \to \mathbb{R} \), an image—as a map from the plane to the set of colors, and a graph—as a map from the set of vertex pairs to \( \{0,1\} \).

\(^4\)In general, the error probability can be any \( \delta \in (0,1) \). For simplicity, we formulate our model and the results with \( \delta = 1/3 \). To get results for general \( \delta \), by standard arguments, it is enough to multiply the complexity of an algorithm by \( \log 1/\delta \).
Theorem 1.3. There exists a property \( R \) on Boolean strings of length \( n \) such that for all large enough \( n \), the property \( R \) can be \( \varepsilon \)-tested in the standard model using \( O(1/\varepsilon) \) queries. However, there exists some \( c > 0 \) such that for large enough \( n \) and for all constant \( \alpha \in (0, 1) \), every \( \alpha \)-erasure-resilient \( \frac{1}{\varepsilon} \)-tester for \( R \) has to make at least \( n^c \) queries.

The techniques used to prove Theorem 1.3 is nearly identical to the techniques used by Fischer and Fortnow [30] to separate tolerant testing from standard testing. However, our result is stronger than the result in [30], as erasure-resilient testing is at least as easy as tolerant testing.

Connections to tolerant testing and distance approximation. Tolerant testers were defined and studied by Parnas, Ron and Rubinfeld [44]. An algorithm is an \((\varepsilon_1, \varepsilon_2)\)-tolerant tester for a property \( P \) if, when given oracle access to a function \( f \), the algorithm (i) accepts with probability at least \( 2/3 \) if \( f \) is \( \varepsilon_1 \)-close to \( P \) and (ii) rejects with probability at least \( 2/3 \) if \( f \) is \( \varepsilon_2 \)-far from \( P \), where \( 0 \leq \varepsilon_1 < \varepsilon_2 \leq 1 \). The algorithm is fully tolerant if it works as above for all \( \varepsilon_1 < \varepsilon_2 \), which are given as the inputs. We show (in Section 7.2) that the existence of a fully tolerant tolerant tester for a property implies the existence of an \( \alpha \)-erasure-resilient \( \varepsilon \)-tester for that property for some settings of \( \varepsilon \) and \( \alpha \).

Theorem 1.4. If \( A \) is a fully tolerant tester for a property \( P \) of functions of the form \( f: D \rightarrow R \), then there exists an \( \alpha \)-erasure-resilient \( \varepsilon \)-tester for \( P \) that has the same query complexity as \( A \) and works for all \( \alpha \in (0, 1), \varepsilon \in (0, 1) \) such that \( \alpha < \frac{\varepsilon}{1+\varepsilon} \).

In Section 7.2, we apply a different version of Theorem 1.4 to algorithms that have oracle access to a function and approximate its distances to sortedness [48], monotonicity [28], and convexity [27], and obtain erasure-resilient testers for these properties.

1.3. Properties That We Study. Next we define properties of real-valued functions considered in this article and summarize previous work on testing them. Most properties of real-valued functions studied in the property testing framework are for functions over the line domain \([n]\) and, more generally, the hypergrid domain \([n]^d\).

Definition 1.5 (Hypergrid, line). Given \( n, d \in \mathbb{N} \), the hypergrid of size \( n \) and dimension \( d \) is the set \([n]^d\) associated with an order relation \( \preceq \), such that \( x \preceq y \) for all \( x, y \in [n]^d \) iff \( x_i \leq y_i \) for all \( i \in [d] \), where \( x_i \) (respectively \( y_i \)) denotes the \( i \)-th coordinate of \( x \) (respectively, \( y \)). The special cases \([n]\) and \([2]^d\) are called the line and hypercube, respectively.

We consider domains that are subsets of \([n]^d\) to be able to handle arbitrary erasures on \([n]^d\).

Monotonicity. Monotonicity of functions, first studied in the context of property testing in [33], is one of the most widely investigated properties in this model [26, 24, 42, 32, 1, 29, 39, 6, 44, 2, 12, 15, 13, 18, 19, 14, 17]. A function \( f: D \rightarrow \mathbb{R} \), defined on a partially ordered domain \( D \) with order \( \preceq \), is monotone if \( x \preceq y \) implies \( f(x) \leq f(y) \) for all \( x, y \in D \). The query complexity of testing monotonicity of functions \( f: [n] \rightarrow \mathbb{R} \) is \( \Theta(\log n/\varepsilon) \) [26, 29]; for functions \( f: [n]^d \rightarrow \mathbb{R} \), it is \( \Theta(d \log n/\varepsilon) \) [18, 19], and for functions over arbitrary partially ordered domains \( D \), it is \( O(\sqrt{|D|/\varepsilon}) \) [32].

Lipschitz properties. Lipschitz continuity is defined for functions between arbitrary metric spaces, but was specifically studied for real-valued functions on hypergrid domains [40, 3, 18, 22, 14, 17] because of applications to privacy [40, 22]. For \( D \subseteq [n]^d \)
and \( c \in \mathbb{R} \), a function \( f : D \mapsto \mathbb{R} \) is \( c \)-Lipschitz if \( |f(x) - f(y)| \leq c \cdot ||x - y||_1 \) for all \( x, y \in D \), where \( ||x - y||_1 \) is the \( L_1 \) distance between \( x \) and \( y \). More generally, \( f \) is \((\alpha, \beta)\)-Lipschitz, where \( \alpha < \beta \), if \( \alpha \cdot ||x - y||_1 \leq |f(x) - f(y)| \leq \beta \cdot ||x - y||_1 \) for all \( x, y \in [n]^d \). All \((\alpha, \beta)\)-Lipschitz properties can be tested with \( O(d \log n/\varepsilon) \) queries [18].

**Bounded derivative properties (BDPs)**. The class of BDPs, defined by Chakrabarty et al. [17], is a natural generalization of monotonicity and the \((\alpha, \beta)\)-Lipschitz properties. An ordered set \( B \) of \( 2d \) functions \( l_1, u_1, l_2, u_2, \ldots, l_d, u_d : [n - 1] \mapsto \mathbb{R} \cup \{ \pm \infty \} \) is a bounding family if for all \( r \in [d] \) and \( y \in [n - 1] \), \( l_r(y) < u_r(y) \). Let \( B \) be a bounding family of functions and let \( e_r \) be the unit vector along dimension \( r \). The property \( \mathcal{P}(B) \) of being \( B \)-derivative bounded is the set of functions \( f : [n]^d \mapsto \mathbb{R} \) such that \( l_r(x_r) \leq f(x + e_r) - f(x) \leq u_r(x_r) \) for all \( r \in [d] \) and \( x \in [n]^d \) with \( x_r \neq n \), where \( x_r \) is the \( r \)th coordinate of \( x \).

Consider a graph \( H \) with vertex set \([n]^d\) and edges in both directions between every pair of points in \([n]^d\) that differ in exactly one coordinate. Then the value \( u_r(x_r) \) is the upper bound on the increase in function value along the edge \((x, x + e_r)\) and \(-l_r(x_r)\) is the upper bound on the increase in function value along the edge \((x + e_r, x)\). A bounding family \( B = \{l_1, u_1, \ldots, l_d, u_d\} \) defines a quasi-metric

\[
m_B(x, y) := \sum_{r : x_r > y_r} \sum_{t = x_r}^{x_r - 1} u_r(t) - \sum_{r : x_r < y_r} \sum_{t = x_r}^{y_r - 1} l_r(t)
\]

over points \( x, y \in [n]^d \). In [17], the authors observe that for \( D = [n]^d \), a function \( f : D \mapsto \mathbb{R} \) satisfies \( \mathcal{P}(B) \), the bounded derivative property defined by \( B \), iff \( \forall x, y \in D \), \( f(x) - f(y) \leq m_B(x, y) \). To get an intuition about this observation, note that \( m_B(x, y) \) is the upper bound dictated by the functions in \( B \) on the amount by which the value of \( f \) can increase along a shortest path from \( y \) to \( x \) in the graph \( H \). We use this characterization as our definition of BDPs for functions over arbitrary \( D \subseteq [n]^d \).

The bounding family for monotonicity is obtained by setting \( l_r(y) = 0 \) and \( u_r(y) = \infty \) for all \( r \in [d] \), and for the \((\alpha, \beta)\)-Lipschitz property, by setting \( l_r(y) = \alpha \) and \( u_r(y) = \beta \) for all \( r \in [d] \). In general, different bounding families allow a function to be monotone in one dimension, \((\alpha, \beta)\)-Lipschitz in another dimension and so on. Chakrabarty et al. [17] showed that for every BDP \( \mathcal{P} \), the complexity of testing \( \mathcal{P} \) for functions \( f : [n]^d \mapsto \mathbb{R} \) is \( \Theta(d \log n/\varepsilon) \).

**Convexity of functions**. A function \( f : D \mapsto \mathbb{R} \) is convex if \( f(tx + (1 - t)y) \leq tf(x) + (1 - t)f(y) \) for all \( x, y \in D \) and \( t \in [0, 1] \). If \( D \subseteq [n] \), equivalently, \( f \) is convex if \( \frac{f(y) - f(x)}{y - x} \leq \frac{f(z) - f(y)}{z - y} \) for all \( x < y < z \). Parpas, Ron and Rubinfeld [43] gave a convexity tester for functions \( f : [n] \mapsto \mathbb{R} \) with query complexity \( O(\log n/\varepsilon) \). Blais, Raskhodnikova and Yaroslavtsev [14] gave an \( \Omega(\log n) \) bound for nonadaptive testers for this problem.

**1.4. Our Results**. We give efficient erasure-resilient testers for all properties discussed in Section 1.3. All our testers have optimal complexity for the case with no erasures and have an additional benefit of not relying too heavily on the value of the input function at any specific point.

**Monotonicity on the line**. We start by giving (in Section 3) an erasure-resilient monotonicity tester on \([n]\).

**Theorem 1.6** (Monotonicity tester on the line). There exists a one-sided error \( \alpha \)-erasure-resilient \( \varepsilon \)-tester for monotonicity of real-valued functions on the line \([n]\) that works for all \( \alpha \in [0, 1], \varepsilon \in (0, 1) \), with query complexity \( O\left(\frac{\log n}{\varepsilon(1 - \alpha)}\right) \).
Without erasure resilience, the complexity of testing monotonicity of functions \( f : [n] \rightarrow \mathbb{R} \) is \( \Theta(\log n/\varepsilon) \) \([26, 29]\). Thus, the query complexity of our erasure-resilient tester has optimal dependence on the domain size and on \( \varepsilon \).

The starting point of our algorithm is the tester for sortedness from \([26]\). This tester picks a random element of the input array and performs a binary search for that element. It rejects if the binary search does not lead to the right position. The first challenge is that the tester always queries the middle element of the array and is very likely to query other elements that are close to the root in the binary search tree. So, it will break if these elements are erased. To make the tester resilient to erasures, we randomize the binary tree with respect to which it performs the binary search. The second challenge is that the tester does not know which points are erased. To counteract that, our tester samples points from appropriate intervals until it encounters a nonerased point.

Bounding the expected query complexity of our tester (Claim 3.2) is the most interesting part of the analysis. We view the tester as performing a binary search for a uniformly random nonerased point in the array (obtained via sampling), where at every step of the binary search, the nonerased point that guides the search at that step is sampled uniformly at random from the interval at that step. The intuition behind our analysis is that such a randomized binary search for a uniformly random search point is biased towards visiting intervals containing a larger fraction of nonerased points. In other words, conditioned on picking a specific nonerased point to split the current interval, the probability of the search point being in the left (or right) subinterval of the current interval is proportional to the fraction of nonerased points in that subinterval.

**BDPs on the hypergrid.** In Sections 4-5, we generalize our monotonicity tester in two ways: (1) to work over general hypergrid domains, and (2) to apply to all BDPs. We achieve it by giving (1) a reduction from testing BDPs on the line to testing monotonicity on the line that applies to erasure-resilient testers and (2) an erasure-resilient version of the dimension reduction from \([17]\).

**Theorem 1.7 (BDP tester on the hypergrid).** For every BDP \( \mathcal{P} \) of real-valued functions on the hypergrid \([n]^d\), there exists a one-sided error \( \alpha \)-erasure-resilient \( \varepsilon \)-tester that works for all \( \alpha \in [0,1), \varepsilon \in (0,1) \), where \( \alpha \leq \varepsilon/970d \), with query complexity \( O\left(\frac{d\log n}{\varepsilon(1-\alpha)}\right) \).

Every known tester of a BDP for real-valued functions over hypergrid domains work by sampling an *axis-parallel line* uniformly at random and checking for violations on the sampled line. Our erasure-resilient testers also follow this paradigm. To check for violations on the sampled line, we use one iteration of our BDP tester for the line. We show (in Section 5.4) the existence of \( \alpha \)-erased functions \( f : \{0,1\}^d \rightarrow \mathbb{R} \) that are \( \varepsilon \)-far from monotone for \( \alpha = \Theta(\varepsilon/\sqrt{d}) \) but do not have violations to monotonicity along any of the axis parallel lines (which are the edges of the hypercube, in this case). It implies that every tester for monotonicity that follows the paradigm above will fail when \( \alpha = \Omega(\varepsilon/\sqrt{d}) \). Thus, some restriction on \( \alpha \) in terms of \( d \) and \( \varepsilon \) is necessary for such testers.

**Convexity on the line.** Finally, in Section 6, we develop additional techniques to design a tester for convexity (which is not a BDP) on the line. The query complexity of our tester has the same dependence on \( n \) and \( \varepsilon \) as in the standard convexity tester of Parnas et al. \([43]\). The dependence on \( n \) is optimal for nonadaptive testers \([14]\), and the tester from \([43]\) is conjectured to be optimal in the standard model.
Theorem 1.8 (Convexity tester on the line). There exists a one-sided error \( \alpha \)-erasure-resilient \( \epsilon \)-tester for convexity of real-valued functions on the line \([n]\) that works for all \( \alpha \in [0, 1) \), \( \epsilon \in (0, 1) \), with query complexity \( O\left(\frac{\log n}{\epsilon(1-\alpha)}\right) \).

Our algorithm for testing convexity combines ideas on testing convexity from [43], testing sortedness from [26], and our idea of randomizing the search. The tester of [43] traverses a uniformly random path in a binary tree on the array \([n]\) by selecting one of the half-intervals of an interval uniformly at random at each step. Instead of doing this, our tester samples a uniformly random nonerased search point and traverses the path to that point in a random binary search tree just as in our modification of the tester of [26]. This is done to bias our algorithm to traverse paths containing intervals that have a larger fraction of nonerased points. However, instead of checking whether the selected point can be found, as in our monotonicity tester, the convexity tester checks a more complicated “goodness condition” in each visited interval of the binary search tree. It boils down to checking that the slope of the functions between pairs of carefully selected points satisfies the convexity condition. In addition to spending queries on erased points due to sampling, like in the monotonicity tester, our tester also performs “walking queries” to find the nearest nonerased points to the left and to the right of the pivots in our random binary search tree. We show that the overhead in the query complexity due to querying erased points is at most a factor of \( O(1/(1-\alpha)) \).

2. Generic transformations. In this section, we present our transformations that make two classes of testers erasure-resilient. Our transformations apply to (1) Proximity Oblivious Testers (POTs) that are additionally restricted to be sample-based (Theorem 2.3), and (2) sample-based testers for extendable properties (Theorem 2.8).

Recall that a tester is called sample-based if its queries are distributed uniformly and independently at random. A one-sided error sample-based tester always accepts functions that satisfy the specified property. Sample-based testers were first considered by Goldreich, Goldwasser, and Ron [34] and systematically studied by Goldreich and Ron [37] and Fischer et al. [31]. In particular, [37, 31] show that certain types of query-based testers yield sample-based testers with sublinear (but dependent on the size of the input) sample complexity.

2.1. Sample-based POTs. In this section, we give a simple transformation that makes every POT that queries uniformly and independently random domain points erasure-resilient. POTs were defined by Goldreich and Ron [36] and further studied by Goldreich and Kaufman [35] and Goldreich and Shinkar [38]. We first define POTs.

Definition 2.1 (POT, [38]). Let \( \mathcal{P} \) be a property, let \( \rho : (0, 1] \rightarrow (0, 1] \) be a monotone function and let \( c \in (0, 1] \) be a constant. A tester \( T \) is a \((\rho, c)\)-POT for \( \mathcal{P} \) if

- for every function \( f \in \mathcal{P} \), the probability that \( T \) accepts \( f \) is at least \( c \), and
- for every function \( f \notin \mathcal{P} \), the probability that \( T \) accepts \( f \) is at most \( c - \rho(\varepsilon_f) \), where \( \varepsilon_f \) denotes the relative Hamming distance of \( f \) to \( \mathcal{P} \).

It is important to note that POTs in general can query arbitrary domain points. Next, we define sample-based POTs, a restriction of POTs.

Definition 2.2 (Sample-based POT). A POT whose queries are distributed uniformly and independently at random is called a sample-based POT.
Erasure-resilient versions of POTs and sample-based POTs can be defined analogously. Next, we state our generic transformation for sample-based POTs.

**Theorem 2.3.** If $T$ is a sample-based $(\rho, c)$-POT for a property $P$ that makes $q$ queries, then there exists a sample-based $\alpha$-erasure-resilient $(\rho', c)$-POT $T'$ for $P$ that works for all $\alpha < \rho(\varepsilon_f(1-\alpha))/q$ and makes $q$ queries, where $\rho'(x) = \rho(x(1-\alpha)) - \alpha q$ for all $x \in [0, 1]$.

**Proof.** Let $P$ be a property of functions over a domain $D$. The tester $T'$ queries $q$ uniform and independent points from $D$. It accepts if the sample has an erased point. Otherwise, it runs $T$ on the $q$ sampled nonerased points and accepts if and only if $T$ accepts.

Consider an $\alpha$-erased function $f \in P$ and a completion $f^e \in P$. The tester $T$ accepts $f^e$ with probability at least $c$. If $T$ accepts $f^e$ on querying a sample $S \subseteq D$, then $T'$ also accepts $f$ on $S$. Thus, the probability that $T'$ accepts $f$ is at least $c$.

A tuple $W \in D^q$ is a witness for a function $g \notin P$, if $T$ rejects $g$ upon sampling $W$. Consider an $\alpha$-erased function $f \notin P$. Every completion $f'$ of $f$ is $\varepsilon_f(1-\alpha)$-far from $P$. Since $T$ rejects $f'$ with probability at least $1 - c + \rho(\varepsilon_f(1-\alpha))$, at least $(1 - c + \rho(\varepsilon_f(1-\alpha))) |D|^q$ tuples in $D^q$ are witnesses for $f'$. Erasing one point can affect at most $q |D|^q$-1 witnesses. Thus, erasing an $\alpha$ fraction of points can affect at most $\alpha \cdot q |D|^q$ witnesses. At least $(1 - c + \rho(\varepsilon_f(1-\alpha)) - \alpha \cdot q) |D|^q$ out of $|D|^q$ tuples are witnesses with no points (in them) erased. The probability that $T'$ samples such a tuple (and rejects $f$) is at least $1 - c + \rho(\varepsilon_f(1-\alpha)) - \alpha \cdot q = 1 - c + \rho'(\varepsilon_f)$. Hence, the probability that $T'$ accepts $f$ is at most $c - \rho'(\varepsilon_f)$. This probability is less than $c$ for all $\alpha < \rho(\varepsilon_f(1-\alpha))/q$. \hfill $\Box$

**Low degree univariate polynomials.** We apply Theorem 2.3 to a POT designed by Rubinfeld and Sudan [47] for the property of being a univariate polynomial of degree at most $d$ over a finite field $F$ and get an $\alpha$-erasure-resilient $\varepsilon$-tester for this property. Consider a function $f : F \rightarrow F$ that we would like to test for being a univariate polynomial of degree at most $d$. The tester from [47] selects $d+2$ points uniformly and independently at random from $F$ and checks whether there is a univariate polynomial of degree at most $d$ that fits all these points (by interpolation). It accepts if there is such a polynomial and rejects otherwise. Call this tester $T$. It is evident that $T$ always accepts univariate polynomials of degree at most $d$. The authors of [47] also prove that $T$ rejects with probability at least $\varepsilon_f$ if $f$ is not a univariate polynomial of degree at most $d$, where $\varepsilon_f$ denotes the relative Hamming distance of $f$ from the property. Therefore, $T$ is a sample-based $(\rho, 1)$-POT for this property, where $\rho$ is the identity function. By Theorem 2.3, there exists a sample-based $\alpha$-erasure-resilient $(\rho', 1)$-POT, say $T'$, that makes $d+2$ queries, where $\rho'(x) = x(1-\alpha) - \alpha \cdot (d+2)$. The probability that $T'$ rejects an $\alpha$-erased function $f$ that is $\varepsilon$-far from being a univariate polynomial of degree at most $d$ is at least $\varepsilon(1-\alpha) - \alpha \cdot (d+2)$. The corollary follows.

**Corollary 2.4.** There exists a sample-based $\alpha$-erasure-resilient $\varepsilon$-tester for the property of being a univariate polynomial of degree at most $d$ over a finite field $F$ that works for all $\alpha \in [0, 1], \varepsilon \in (0, 1)$, where $\alpha < \frac{\varepsilon}{d+2+\varepsilon}$, with query complexity $O \left( \frac{d+2}{\varepsilon(1-\alpha) - \alpha \cdot (d+2)} \right)$.

**2.2. Sample-based testers for extendable properties.** In this section, we define extendable properties and present our generic transformation for sample-based testers of such properties. First, we define the extension of a function.

**Definition 2.5 (Extension of a function).** Given $S \subseteq T$, the extension of a
function \( f : S \mapsto \mathcal{R} \) to a domain \( \mathcal{T} \) is a function \( g : \mathcal{T} \mapsto \mathcal{R} \) that agrees with \( f \) on every point in \( S \).

Our definition of extendable properties is a generalization of the notion of edge-transitive properties that allow extension by Jha and Raskhodnikova [40]. A property is edge-transitive if it is fully characterized by predicates on pairs of domain points. Such a property allows extension if every function that satisfies the property on a subdomain can be extended to one that satisfies the property on the whole domain. We now define extendable properties.

**Definition 2.6 (Extendable property).** For a domain \( \mathcal{D} \) and all \( S \subseteq \mathcal{D} \), let \( \mathcal{P}_S \) denote a set of functions over domain \( \mathcal{S} \). The property \( \bigcup_{S \subseteq \mathcal{D}} \mathcal{P}_S \) is extendable if, for all \( S, \mathcal{T} : S \subseteq \mathcal{T} \subseteq \mathcal{D} \),

1. for every function \( f \in \mathcal{P}_S \), there is an extension \( f' \in \mathcal{P}_\mathcal{T} \), and
2. for every function \( f \) that is \( \varepsilon \)-far from \( \mathcal{P}_S \), every function \( f' \in \mathcal{P}_\mathcal{T} \) differs from \( f \) on at least an \( \varepsilon \) fraction of points in \( S \).

We now give examples of some properties that are extendable and some that are not. A lot of properties that we deal with, in this paper, are edge-transitive properties that allow extension. Monotonicity over arbitrary partial orders, \((\alpha, \beta)\)-Lipschitz properties over hypergrids, and more generally BDPs over hypergrids are all edge-transitive properties that allow extension. However, the class of properties for which we are able to design erasure-resilient testers is a strict superset of edge-transitive properties that allow extension. One such property is convexity of real-valued functions over the domain \([n]\). Another one is the property of Boolean functions over \([n]\) whose value alternates between 0 and 1 at most \( k \) times when moving from domain point 1 to domain point \( n \). Both properties are not edge-transitive, but are extendable.

We now describe two properties defined over \([n]\) that are not extendable. The first among these, denoted \( \mathcal{P}' \), is equal to \( \bigcup_{I \subseteq [n]} \mathcal{P}'_I \), where \( \mathcal{P}'_I \) for \( I \subseteq [n] \) is the set of all integer-valued functions that are strictly increasing w.r.t. the ordering on points in \( I \). The property \( \mathcal{P}' \) is not extendable, since it does not satisfy the first condition in **Definition 2.6**. To see this, consider the function \( f : \{1, 3\} \mapsto \mathbb{Z} \) such that \( f(1) = 1, f(3) = 2 \). Clearly, \( f \) belongs to \( \mathcal{P}'_{\{1, 3\}} \) and hence to \( \mathcal{P}' \). But \( f \) cannot be extended to \( \{1, 2, 3\} \) while satisfying \( \mathcal{P}' \). The second property, denoted \( \mathcal{P}' \), is equal to \( \bigcup_{I \subseteq [n]} \mathcal{P}'_I \). A function \( f : I \mapsto [n] \) is in \( \mathcal{P}'_I \) for \( I \subseteq [n] \), if for each \( i \in I \), we have \( f(i) \leq \frac{i}{|\{j \in I : j \leq i\}|} \). In other words, a function satisfies \( \mathcal{P}'_I \) if the value of the function at each point \( i \) is at most the number of points \( j \leq i \) where it is defined. It is easy to see that this property satisfies the first condition in **Definition 2.6**. We will show that it does not satisfy the second condition. Consider the function \( f \) defined on \( \{1, 3\} \), where \( f(1) = 1 \) and \( f(3) = 3 \). This function is 1/2-far from being in \( \mathcal{P}'_I \). But this can be extended to the function \( g \) over \([n]\) as \( g(i) = i \) for all \( i \in [n] \). Clearly, \( g \) satisfies \( \mathcal{P}' \), violating the second condition in **Definition 2.6**.

We are now ready to describe our generic transformation for extendable properties. In what follows, we will be talking about functions defined over various domains, their extensions, and completions\(^5\). The next lemma is used in the proof of our generic

\(^5\)When we say that \( g : \mathcal{T} \mapsto \mathcal{R} \) is an extension of \( f : S \mapsto \mathcal{R} \), we mean that \( g \) and \( f \) are functions defined on different domains \( \mathcal{T} \) and \( \mathcal{S} \) and that \( \mathcal{S} \subseteq \mathcal{T} \). The function \( f \) is not defined on the set \( \mathcal{T} \setminus \mathcal{S} \) and \( f(x) = g(x) \) for all \( x \in \mathcal{S} \). The functions \( f \) and/or \( g \) may or may not have some of their function values erased. On the other hand, when we say that \( g \) is a completion of \( f \), it must be the case that \( f \) and \( g \) are functions defined on the same domain, say \( \mathcal{T}' \), with \( f \) being (possibly) erased.
transformation.

**Lemma 2.7.** Let $\bigcup_{S \subseteq D} P_S$ be an extendable property. Consider an $\alpha$-erased function $f$ over domain $D$ and let $N \subseteq D$ be the set of nonerased points in it. If $f \in P_D$, then $f|_N \in P_N$. If $f$ is $\varepsilon$-far from $P_D$, then $f|_N$ is $\varepsilon$-far from $P_N$.

**Proof.** Suppose that $f \in P_D$. Let $f_* \in P_D$ be a completion of $f$. As $f_*$ is a function defined over $D$ and $f_*$ has no erasures, $f_*$ is an extension of $f|_N$. Therefore, $f|_N \in P_N$, since $\bigcup_{S \subseteq D} P_S$ is an extendable property.

Now, suppose that $f$ is $\varepsilon$-far from $P_D$. Then, every completion of $f$ needs to be changed in at least an $\varepsilon$ fraction of nonerased points to satisfy $P_D$. Assume for the sake of contradiction that the relative Hamming distance of $f|_N$ to $P_N$ is $\varepsilon' < \varepsilon$. Let $g$ be the function in $P_N$ closest to $f|_N$. Let $g^\ast$ be an extension of $g$ to $D$ that satisfies $P_D$. Define an extension of $f|_N$ to $D$, say $f^\ast$ as follows. The function $f^\ast$ takes the same values as $f|_N$ on points in $N$ and takes the same values as $g^\ast$ on the remaining points. Note that $f^\ast$ is a completion of $f$ as well. Clearly, $f^\ast$ can be made to satisfy $P_D$ by changing an $\varepsilon' < \varepsilon$ fraction of points on $N$, which contradicts the assumption that $f$ is $\varepsilon$-far from $P_D$.

Our generic transformation for sample-based testers of extendable properties follows.

**Theorem 2.8.** Let $q(\cdot, \cdot)$ be a function that is nondecreasing in the first argument and nonincreasing in the second argument. Let $\bigcup_{S \subseteq T} P_S$ be an extendable property. Let $\varepsilon \in (0, 1)$. Suppose $T$ is a one-sided error sample-based $\varepsilon$-tester for the property $\bigcup_{S \subseteq D} P_S$, such that for every $S \subseteq D$, the tester $T$ makes $q(|S|, \varepsilon)$ queries from $S$ to test for $P_S$. Assume also that for every $S \subseteq D$, the probability that $T$ tests $P_S$ correctly does not decrease when it makes more queries. Then, there is a one-sided error sample-based $\alpha$-eraser-resilient $\varepsilon$-tester for $P_D$ that works for all $\alpha \in [0, 1)$ and makes $O\left(\frac{q(|D|, \varepsilon)}{1-\alpha}\right)$ queries.

**Proof.** Let $Q = 2q(|D|, \varepsilon)/(1-\alpha)$. Consider the tester $T'$ that samples $Q$ points uniformly and independently at random from $D$. If there are fewer than $q(|D|, \varepsilon)$ nonerased points in the sample, $T'$ accepts. Otherwise, it runs $T$ on the sampled nonerased points and accepts if and only if $T$ accepts.

The expected number of nonerased points in a uniform sample of size $Q$ from $D$ is at least $Q \cdot (1-\alpha) = 2q(|D|, \varepsilon)$. By the Chernoff bound, the probability that $T'$ samples fewer than $q(|D|, \varepsilon)$ nonerased points is at most $e^{-q(|D|, \varepsilon)/4}$.

Consider an $\alpha$-erased function $f$ over domain $D$. Let $N$ be the set of nonerased points. If $f \in P$, then $f|_N \in P_N$ by Lemma 2.7, and the tester $T'$ always accepts. Assume now that $f$ is $\varepsilon$-far from $P$. Then $f|_N$ is $\varepsilon$-far from $P_N$ by Lemma 2.7. Therefore $T$ rejects with probability at least $2/3$ on a sample of size at least $q(|N|, \varepsilon)$. Thus, by a union bound, the probability that $T'$ accepts is at most $1/3 + e^{-q(|D|, \varepsilon)/4}$. This probability can be brought below $1/3$ by repeating $T'$ a small constant number of times, whenever $q(|D|, \varepsilon) \geq 8$.

In the following, we show a few applications of Theorem 2.3.

**Convexity of images.** A black and white image, represented by a function $f : S \mapsto \{0, 1\}$ for a subset $S$ of $[n]^2$, is convex if and only if for every pair of points $u, v \in S$ such that $f(u) = f(v) = 1$, every point $t \in S$ on the line joining $u$ and $v$ but not undefined, on some points in $T'$. Also, the values of $f$ and $g$ must be equal on the points in $T'$ where $f$ is nonerased.
satisfy $f(t) = 1$. Convexity is an extendable property. Testing whether an image, represented by a function $f : \{0, 1\}^2 \to \{0, 1\}$, is convex has been studied by Berman, Murzabulatov and Raskhodnikova [10]. The authors of [10] give a one-sided error sample-based $\varepsilon$-tester for this property that makes $O(1/\varepsilon^{3/3})$ uniform queries. Their proofs go through even if the domain of $f$ is an arbitrary subset of $[n]^2$. The corollary now follows by applying Theorem 2.8 to the tester in [10].

**Corollary 2.9.** There exists a sample-based $\alpha$-erasureresilient $\varepsilon$-tester for convexity of black and white images that works for all $\alpha \in [0, 1], \varepsilon \in (0, 1/2)$, with query complexity $O\left(\frac{1}{(1-\alpha)\varepsilon^{3/3}}\right)$.

**Monotonicity over poset domains.** A real-valued function $f$ defined on a partially ordered domain is monotone if the function values respect the order relation of the poset. Monotonicity is an extendable property. The tester by Fischer et al. [32] samples $O(\sqrt{N/\varepsilon})$ points uniformly at random and checks for violations to monotonicity among them. The corollary follows by applying Theorem 2.8 to this tester.

**Corollary 2.10.** There exists a sample-based $\alpha$-erasureresilient $\varepsilon$-tester for monotonicity of real-valued functions over $N$ element posets that works for all $\alpha \in [0, 1], \varepsilon \in (0, 1), \alpha \in (0, 1)$, with query complexity $O\left(\frac{1}{(1-\alpha) \cdot \sqrt{\frac{N}{\varepsilon}}}\right)$.

**Boolean functions with $k$-runs.** A function $f : \{0, 1\} \to \{0, 1\}$ has $k$ runs if the list $f(1), f(2), \ldots, f(n)$ has at most $k - 1$ alternations of values. The problem is to test whether a given function $f : \{0, 1\} \to \{0, 1\}$ has $k$ runs or is $\varepsilon$-far from this property. Kearns and Ron [41] studied a relaxation of this problem. Specifically, they showed that $O(1/\varepsilon^2)$ queries suffice to test whether a Boolean function has $k$ runs or is $\varepsilon$-far from being a $k/\varepsilon$-run function. They also developed a sample-based $O(\sqrt{k}/\varepsilon^{2.5})$-query tester for this relaxation and proved that every sample-based $\varepsilon$-tester for the $k$-run property requires $\Omega(\sqrt{k})$ queries. Balcan et al. [4] obtained a $O(1/\varepsilon^4)$-query tester for this property in the active testing model. They also developed a sample-based $O(\sqrt{k}/\varepsilon^6)$-query tester. Canonne et al. [16] designed a one-sided error nonadaptive $\varepsilon$-tester for Boolean $k$-run functions that works for all $k \in [n], \varepsilon \in (0, 1)$, with query complexity $O\left(\frac{k+1}{\varepsilon^7}\right)$. In addition, they also show a two-sided nonadaptive $\varepsilon$-tester for Boolean $k$-run functions that works for all $k \in [n], \varepsilon \in (0, 1)$ with query complexity $O(1/\varepsilon^7)$. We show the following.

**Theorem 2.11.** There exists a sample-based $\varepsilon$-tester for the property of being a Boolean function with $k$ runs over $[n]$ that works for all $\varepsilon \in (\frac{k^2}{n}, 1)$, with query complexity $O\left(\min \left\{\frac{k \log k}{\varepsilon}, \frac{\sqrt{k}}{\varepsilon^2}\right\}\right)$.

**Algorithm 1** **Tester for $k$-run Boolean functions**

**Input:** parameters $k \in \mathbb{N}, \varepsilon \in (\frac{k^2}{n}, 1)$; oracle access to $f : \{0, 1\} \to \{0, 1\}$

1. Query the values at $3(k+1)\log(k+1)$ points uniformly and independently at random.
2. **Reject** if the values of $f$ at these points alternate $k$ or more times with respect to the ordering on the domain; **accept** otherwise.

Our tester for being a $k$-run function is given in Algorithm 1. It always accepts.

---

Both [41] and [4] study Boolean functions over $[0, 1]$. We note that their algorithms also work for Boolean functions over $[n]$. 

a function \( f \) that has at most \( k \) runs. The following lemma implies Theorem 2.11.

**Lemma 2.12.** If \( f \) is \( \varepsilon \)-far from being a \( k \)-run function, Algorithm 1 rejects with probability at least \( 2/3 \).

**Proof.** For \( j \in [n] \) and \( b \in \{0, 1\} \), let \( T_{b,j} \) denote the set consisting of the smallest \( \lceil n \cdot \varepsilon/(k+1) \rceil \) points in the set \( \{ x : j \leq x \leq n \text{ and } f(x) = b \} \), that is, the set of points between \( j \) and \( n \) where \( f \) takes the value \( b \). For a set \( S \subseteq [n] \), let \( \max(S) \) denote the largest element in \( S \). We will first describe a process to construct a few disjoint subsets of \([n]\) with some special properties.

- Let \( S_1 = T_{b,1} \) such that \( \max(T_{b,1}) < \max(T_{1-b,1}) \).
- For \( i \geq 2 \), the sets \( S_i \) are defined as follows. Let the value that \( f \) takes on the elements in \( S_{i-1} \) be \( b \) and let \( j = \max(S_{i-1}) \). Set \( S_i = T_{1-b,j+i-1} \). Stop if \( \max(S_i) = n \) or \( S_i = \emptyset \).

The sets that this process constructs have the following properties. All \( S_i \)'s are subsets of \([n]\). Each point in \( S_{i+1} \) is larger than every point in \( S_i \) for all \( i \). The function \( f \) takes the same value on all points in \( S_i \) for all \( i \). The value of \( f \) on points in \( S_{i+1} \) is the complement of the value of \( f \) on points in \( S_i \) for all \( i \).

Next, we show that our process constructs sets \( S_1, S_2, \ldots, S_{k+1} \) each of size \( \lceil n \cdot \varepsilon/(k+1) \rceil \), if \( f \) is \( \varepsilon \)-far from satisfying the property. Let the process construct nonempty sets \( S_1, S_2, \ldots, S_t \). Assume for the sake of contradiction that \( t \leq k \). Let \( S'_i = \{ x : 1 \leq x \leq \max(S_i) \} \). Let \( S'_i = \{ x : \max(S_{i-1}) < x \leq \max(S_i) \} \) for all \( 1 < i \leq t \). Note that for all \( i \in [t] \), if \( f \) takes the value \( b \) on elements in \( S_i \), then \( f \) takes the value \( 1-b \) on elements in \( S'_i \). We will describe a function \( f' \) that has at most \( t \) runs. Set the values of \( f' \) on each \( x \in S'_1 \setminus S_1 \) to the value that \( f \) takes on \( S_1 \). For each \( 1 < i \leq t \), set the values of \( f' \) on \( S_i \) to the value of \( f \) on \( S'_i \setminus S_i \). On the rest of the points, \( f' \) takes the same value as \( f \). We will now show that \( f' \) has at most \( t \) alternating intervals. The function \( f' \) takes the same value on points in \( S'_1 \cup S'_2 \). Also, for each \( 1 < i \leq t \), the function \( f' \) is constant on \( S'_i \). Thus, \( f' \) has at most \( t \) runs. Also, \( f' \) differs from \( f \) in at most \( t \cdot \lceil n \cdot \varepsilon/(k+1) \rceil \leq k \cdot \lceil n \cdot \varepsilon/(k+1) \rceil \leq n \varepsilon \) points, for \( k < \sqrt{n\varepsilon} \). This is a contradiction.

Using the fact that \( k + 1 \) such subsets exist, we show that the tester will detect a violation with high probability. For a particular \( i \), the probability that none of the points selected by the algorithm lie in \( S_i \) is at most

\[
(1 - \varepsilon/(k+1))^{3(k+1)\log(k+1)/\varepsilon} \leq 1/(k+1)^3.
\]

Therefore, by a union bound, the probability that there exists an \( i \) such that none of the points selected by the algorithm lies in \( S_i \) is at most \((k+1)^{-2} < 1/3 \) for \( k \geq 1 \).

Since the property of being a \( k \)-run function is extendable, applying Theorem 2.8 to Theorem 2.11 yields the following corollary.

**Corollary 2.13.** There exists a sample-based \( \alpha \)-erasure-resilient \( \varepsilon \)-tester for the property of being a \( k \)-run Boolean function over \([n] \), that works for all \( \alpha \in [0,1) \), \( \varepsilon \in \left( \frac{k^2}{n}, 1 \right) \), with query complexity \( O \left( \frac{1}{1-\alpha} \cdot \min \left\{ \frac{k \log k}{\varepsilon}, \frac{\sqrt{k}}{\varepsilon} \right\} \right) \).

**3. Erasure-Resilient Monotonicity Tester for the Line.** In this section, we prove Theorem 1.6. Recall that, for a function \( f : [n] \to \mathbb{R} \cup \{\perp\} \), the set of nonerased points (the ones that map to \( \mathbb{R} \)) is denoted by \( \mathcal{N} \). The function \( f \) is monotone if \( x < y \) implies \( f(x) \leq f(y) \) for all \( x, y \in \mathcal{N} \). Given a function \( f : [n] \to \mathbb{R} \cup \{\perp\} \) that is not monotone, a violation to monotonicity of \( f \) is a pair of points \( x, y \in \mathcal{N} \) such that \( x < y \) and \( f(x) > f(y) \). The points \( x \) and \( y \) are said to violate the monotonicity of \( f \).
We present our tester in Algorithm 2. It has oracle access to \( f : [n] \rightarrow \mathbb{R} \cup \{\bot\} \) and takes \( \alpha \) and \( \varepsilon \) as inputs. The tester knows neither the set \( N \) nor the value of \( |N| \) in advance. However, it gets a lower bound on \( |N| \) in the form of \( n(1 - \alpha) \). In each iteration, it performs a randomized binary search for a nonerased index sampled uniformly at random (u.a.r.) from \( N \) and rejects if it finds violations to monotonicity. In the description of our tester, we use \( I[i, j] \) to denote the set of natural numbers from \( i \) until and including \( j \). We alternatively refer to \( I[i, j] \) as the interval from \( i \) to \( j \).

**Algorithm 2** Erasure-Resilient Monotonicity Tester for the Line

**Input:** parameters \( \alpha \in [0, 1), \varepsilon \in (0, 1) \); oracle access to \( f : [n] \rightarrow \mathbb{R} \cup \{\bot\} \)

1. Set \( Q = \left\lceil \frac{60 \log n}{\varepsilon(1 - \alpha)} \right\rceil \).
2. **Accept** at any point if the number of queries exceeds \( Q \).
3. **repeat** \( \frac{2}{\varepsilon} \) times:
   4. Sample points uniformly at random from \( I[1, n] \) and query them until we get a point \( s \in N \).
   5. Set \( \ell \leftarrow 1, r \leftarrow n \).
   6. **while** \( \ell \leq r \) **do**
      7. Sample points uniformly at random from \( I[\ell, r] \) and query them until we get a point \( m \in N \).
      8. **if** \( s < m \) **then** set \( r \leftarrow m - 1 \) and **Reject** if \( f(s) > f(m) \).
      9. **if** \( s > m \) **then** set \( \ell \leftarrow m + 1 \) and **Reject** if \( f(s) < f(m) \).
   10. **if** \( s = m \) **then** Go to Step 3. \( \triangleright \) Search completed.
11. **Accept**.

One of the key ideas in our analysis is to view each iteration of the loop in Step 3 as first sampling a binary search tree \( T \) on \( N \) according to a particular distribution \( D_T \), and then traversing a uniformly random rooted path in that tree, where a rooted path refers to a path from the root of a tree to an arbitrary node in that tree. This view enables us to prove the correctness of the tester by generalizing an argument from [26] for the case when Algorithm 2 manages to complete all iterations of Step 3 before it runs out of queries. The challenge is that the algorithm might get stuck pursuing long paths in the search tree and waste many queries on erased points. To resolve the issue of many possible queries to erased points, we prove an upper bound on the expected number of queries made while traversing a uniformly random rooted path in a binary search tree sampled from \( D_T \). We combine this with the fact that the expected depth of a binary search tree sampled from \( D_T \) is \( O(\log n) \), in order to obtain the final bound on the probability that the algorithm exceeds its query budget (and wrongly accepts functions that are far from monotone).

**3.1. Analysis.** We analyze the tester in this section. The query complexity of the tester is clear from its description. The main statement of Theorem 1.6 follows from Lemma 3.1, proved next.

**Lemma 3.1.** Algorithm 2 accepts if \( f \) is monotone, and rejects with probability at least \( 2/3 \) if \( f \) is \( \varepsilon \)-far from monotone.

**Proof.** The tester accepts whenever \( f \) is monotone. To prove the other part of the lemma, assume that \( f \) is \( \varepsilon \)-far from monotone. Let \( A \) be the event that the tester accepts \( f \). Let \( q \) denote the total number of queries made. We prove that \( \Pr[A] \leq 1/3 \).
The event $A$ occurs if either $q > Q$ or the tester does not find a violation in any of the $2/\varepsilon$ iterations of Step 3. Thus, $\Pr[A] \leq \Pr[A \mid q \leq Q] + \Pr[q > Q]$.

Each iteration of Step 3 can be viewed as traversing a uniformly random search path in a binary search tree on $N$, where the tree is sampled from a particular distribution. More formally, we describe a two-stage random process that provides such an alternate view of a single iteration of Step 3.

The first stage of the process involves constructing a binary search tree $T$ over $N$ as follows. Each node of $T$ is associated with an interval $I[a, b]$ and has a nonerased point from $I[a, b]$ set as its key, where $1 \leq a \leq b \leq n$. The root node of $T$ is associated with the interval $I[1, n]$. Consider an arbitrary node $\Gamma$ of the tree whose key has not been set yet. Let $I[a, b]$ be the interval associated with it. Repeatedly sample points u.a.r. from $I[a, b]$ and query them, until we get a point $p \in N \cap I[a, b]$. Set the key of the node $\Gamma$ to $p$. If $p$ is the leftmost nonerased point in $I[a, b]$, then the node $\Gamma$ does not have a left child and its right child is associated with $I[p + 1, b]$. Similarly, if $p$ is the rightmost nonerased point in $I[a, b]$, then $\Gamma$ does not have a right child and its left child is associated with $I[a, p - 1]$. Otherwise, we associate the intervals $I[a, p - 1]$ and $I[p + 1, b]$ with the left and right children of $\Gamma$, respectively. We use $D_T$ to denote the distribution on binary search trees sampled in this way. Note that the leaves of $T$ are nodes associated with intervals containing exactly one nonerased point. Since the key of each node in $T$ is a unique nonerased point in $N$, we will henceforth refer to the nodes of $T$ using their keys.

In the second stage of the random process, we sample a node $s \in N$ of $T$ u.a.r. and reject if $s$ with any one of its ancestors in $T$ violate the monotonicity of $f$. In other words, we sample a uniformly random rooted path from $T$ and check whether the deepest node on that path violates the monotonicity of $f$ with any of its ancestors.

We now argue that each iteration of Step 3 of our algorithm simulates the above random process. Consider the search path traversed by the algorithm in an iteration. It is easy to see that there exists a binary search tree $T$ sampled from $D_T$ such that $T$ contains the search path traversed by the algorithm. Each node of this binary search tree $T$ is a unique element of $N$. As the algorithm samples its search point $s$ u.a.r. from $N$, the node corresponding to $s$ in $T$ is a node sampled u.a.r. from the tree $T$. The algorithm checks whether the monotonicity of $f$ is violated by $s$ and any of the nonerased points on its search path. This is exactly the same as checking for violations to monotonicity of $f$ between $s$ and its ancestors in $T$. The number of queries made to the intervals associated with the nodes along the path from the root of $T$ to $s$ during the random process has the same distribution as the number of queries made by the tester while traversing the search path to $s$.

We are now ready to bound the probability that the tester does not reject in an iteration of Step 3, conditioned on the event that $q \leq Q$. Consider a binary search tree $T$ over $N$ sampled from the distribution $D_T$. A point $s \in N$ is called searchable with respect to $T$ if $s$ does not violate the monotonicity of $f$ with any of its ancestors in $T$. Consider two points $i, j \in N$, where $i < j$, both searchable with respect to $T$. Let $a \in N$ be the lowest common ancestor of the nodes $i$ and $j$ in $T$. Since $i$ and $j$ are both searchable, it must be the case that $f(i) \leq f(a)$ and $f(a) \leq f(j)$ and hence, $f(i) \leq f(j)$. Thus, for every tree $T$ sampled from $D_T$, the function $f$ restricted to the domain points that are searchable with respect to $T$ is monotone. Therefore, if $f$ is $\varepsilon$-far from monotone, for every binary search tree $T$ sampled from $D_T$, at least an $\varepsilon$-fraction of the points in $N$ are not searchable with respect to $T$. Thus, the random process, and each iteration of Step 3 of the tester, reject with probability at least $\varepsilon$. 
Consequently,
\[
\Pr[A \mid q \leq Q] \leq (1 - \epsilon)^2 \leq e^{-2} < \frac{1}{6}.
\]

In the rest of the proof, we bound \(\Pr[q > Q]\). We first prove an upper bound on the expected number of queries to traverse a uniformly random rooted path in a binary search tree \(T\) sampled according to \(D_T\). Recall that a rooted path in a search tree \(T\) is a path from the root to some node in \(T\). Let \(I\) be the interval associated with a node \(\Gamma\) of \(T\) and let \(\alpha_I\) denote the fraction of erased points in \(I\). The number of queries needed to sample a nonerased point from \(I\) with uniform sampling is a geometric random variable with expectation \(1/(1 - \alpha_I)\). We define the query-weight of node \(\Gamma\) to be this expectation. The query-weight of a path in \(T\) is the sum of query-weights of the nodes on the path (which is equal to the expected total number of queries made by the random process to all the intervals on that path while constructing \(T\)).

**Claim 3.2.** Let \(f\) be an \(\alpha\)-erased function, where \(\alpha \in [0, 1)\). Consider a binary search tree \(T\) of height \(h\) over \(N\), sampled according to the distribution \(D_T\). The expected query-weight of a uniformly random rooted path in \(T\) is at most \(\frac{h}{1 - \alpha}\).

**Proof.** There are exactly \(|N|\) rooted paths in \(T\). Let \(S\) denote the sum of query-weights of all the rooted paths. The expected query-weight of a uniformly random rooted path in \(T\) is then equal to \(S/|N|\).

Consider a node \(\Gamma\) in \(T\) associated with an interval \(I\). There are \(|I|/(1 - \alpha_I)\) nonerased points in \(I\). The paths from the root of \(T\) to the nodes corresponding to each of these nonerased points pass through \(\Gamma\). Hence, the query-weight of \(\Gamma\) gets added to the query-weights of all those paths. Therefore, the total contribution of \(\Gamma\) towards \(S\) is \(|I|\), since the query-weight of \(\Gamma\) is \(1/(1 - \alpha_I)\). Note that the intervals associated with nodes at the same level of \(T\) are disjoint from each other. Hence, the total contribution to \(S\) from all nodes on the same level of \(T\) is at most \(n\). Therefore, the value of \(S\) is at most \(n \cdot h\), where \(h\) is the depth of \(T\). Observe that this quantity is independent of the fraction of erasures \(\alpha\). Therefore, the expected query-weight of a search path is at most \(n \cdot h/|N|\), which is at most \(h/(1 - \alpha)\), since \(|N| \geq n \cdot (1 - \alpha)\). \(\Box\)

Next, we bound the expected height of a tree \(T\) sampled from \(D_T\). Consider the following random process that constructs a binary tree \(T\) on the set \(S = [k]\). The root of \(T\) is associated with the set \(S\). The key of an arbitrary node \(v\) in \(T\) associated with a set \(S' \subseteq S\) is a uniformly random element \(x \in S'\). The left child of \(v\) is associated with the set \(\{y \in S' : y < x\}\) if this set is nonempty. The right child of \(v\) is associated with the set \(\{y \in S' : y > x\}\) if this set is nonempty. A tree constructed in this way is called a random binary search tree on \(k\) nodes. We now state a fact on the expected height of a random binary search tree.

**Claim 3.3 ([45, 20, 25, 46]).** If \(H_k\) is the random variable denoting the height of a random binary search tree on \(k\) nodes, then \(\mathbb{E}[H_k] \leq 5 \log k\).

It is easy to see that the height of a tree \(T\) sampled from \(D_T\) has the same distribution as the random variable \(H_{|N|}\), since the key associated with each node in \(T\) is a uniformly random nonerased point from the interval associated with that node. Hence, the expected depth of \(T\) is at most \(5 \log(|N|) \leq 5 \log n\). The corollary below follows immediately.

**Corollary 3.4.** The expected total number of queries made to all the intervals of a uniformly random rooted path in a random binary search tree \(T\) on \(N\), sampled according to \(D_T\), is at most \(\frac{3 \log n}{1 - \alpha}\).
ERASURE-RESILIENT PROPERTY TESTING

It follows from Corollary 3.4 that the expected number of queries made by Algorithm 2 in a single iteration is at most $5 \log n / (1 - \alpha)$. Hence, by the linearity of expectation, the expected number of queries made by the tester over all its iterations, $E[q]$, is at most $10 \log n / (\varepsilon \cdot (1 - \alpha))$. Applying Markov’s inequality to $q$, we can then see that

$$\Pr[q > Q] \leq \frac{1}{6}.$$ 

Therefore, the probability that the tester does not reject is

$$\Pr[A] \leq \Pr[A \mid a \leq Q] + \Pr[q > Q] < \frac{1}{6} + \frac{1}{6} = \frac{1}{3}.$$ 

This completes the proof of the lemma.

4. Erasure-Resilient Monotonicity Testers for the Hypergrid. In this section, we present our erasure-resilient tester for monotonicity over hypergrid domains and prove the following theorem, which is a special case of Theorem 1.7. We present the erasure-resilient testers for general BDPs in Section 5.

**Theorem 4.1.** There exists a one-sided error $\alpha$-erasure-resilient $\varepsilon$-tester for monotonicity of real-valued functions on the hypergrid $[n]^d$ that works for all $\alpha \in (0, 1)$, $\varepsilon \in (0, 1)$, where $\alpha \leq \varepsilon/250d$, with query complexity $O\left(d \log n / (\varepsilon \cdot (1 - \alpha))\right)$.

Let $L$ denote the set of all axis-parallel lines in the hypergrid, where an axis-parallel line is a set of $n$ distinct points in $[n]^d$ that agree on all but one coordinate. Our monotonicity tester, which is described in Algorithm 3, samples a uniformly random axis-parallel line in each iteration of Step 2 and does a randomized binary search for a uniformly random nonerased point on that line (as in Algorithm 2). It rejects if and only if a violation to monotonicity is found within its query budget. To analyze the tester, we first state two important properties of a uniformly random axis-parallel line in Lemma 4.2 and Lemma 4.3, which we jointly call the erasure-resilient dimension reduction. The statements and proofs of more general versions of these lemmas, applicable to all BDPs, are given in Section 5.

**Lemma 4.2 (Dimension reduction: distance).** Let $\varepsilon_f$ be the relative Hamming distance of an $\alpha$-erased function $f : [n]^d \mapsto \mathbb{R} \cup \{\perp\}$ from monotonicity. For an axis-parallel line $\ell \in L$, let $f_\ell : [n] \mapsto \mathbb{R} \cup \{\perp\}$ denote the restriction of $f$ to $\ell$ and let $\varepsilon_\ell$ denote the relative Hamming distance of $f_\ell$ from monotonicity. Then

$$E_{\ell \sim L}[\varepsilon_\ell] \geq \frac{(1 - \alpha) \cdot \varepsilon_f}{4d} - \alpha.$$ 

**Lemma 4.3 (Dimension reduction: fraction of erasures).** Consider an $\alpha$-erased function $f : [n]^d \mapsto \mathbb{R} \cup \{\perp\}$. For $\ell \in L$, let $\alpha_\ell$ denote the fraction of erased points in $\ell$. Then, for every $\eta \in (0, 1)$,

$$\Pr_{\ell \sim L}[\alpha_\ell > \frac{\alpha}{\eta}] \leq \eta.$$ 

The query complexity of the tester is evident from its description. We will now prove its correctness in the following lemma, which will then imply Theorem 4.1.

**Lemma 4.4.** Algorithm 3 accepts if $f$ is monotone, and rejects with probability at least $2/3$ if $f$ is $\varepsilon$-far from monotone.
Algorithm 3 Erasure-Resilient Monotonicity Tester for $[n]^d$

Input: parameters $\varepsilon \in (0, 1), \alpha \in [0, \frac{\varepsilon}{250d}]$; oracle access to $f : [n]^d \mapsto \mathbb{R} \cup \{\bot\}$

1. Set $Q = \left\lfloor \frac{1200d \log n}{\varepsilon (1 - \alpha)} \right\rfloor$.
2. repeat $\frac{12d}{\varepsilon (1 - \alpha) - 4d \alpha}$ times:
   3. Sample a line $\ell \in \mathcal{L}$ uniformly at random.
   4. Sample points u.a.r. from $\ell$ and query them until we get a point $s \in \mathcal{N}$.
   5. Perform a randomized binary search for $s$ on $\ell$ as in Algorithm 2.
   6. Reject if any violation to monotonicity is found.
   7. Accept at any point if the number of queries exceed $Q$.

Proof. The tester accepts if $f$ is monotone. So, assume that $f$ is $\varepsilon$-far from being monotone. Let $A$ denote the event that the tester does not find a violation to monotonicity in any of its iterations. If $q$ denotes the total number of queries made by the tester,

$$\Pr[A] \leq \Pr[A | q \leq Q] + \Pr[q > Q].$$

Let $t$ denote the number of iterations of Step 2 of the tester. Let $A_i$ denote the event that the tester does not find a violation to the monotonicity of $f$ in its $i$-th iteration. For $\ell \in \mathcal{L}$, let $f_\ell$ denote $f$ restricted to the line $\ell$. Let $\varepsilon_\ell$ denote the relative Hamming distance of $f_\ell$ from monotonicity. Let $E_{\ell}$ denote the event that the tester samples the line $\ell$ in a particular iteration.

We then have, $\Pr[A_i | q \leq Q] \leq \sum_{\ell \in \mathcal{L}} (1 - \varepsilon_\ell) \Pr[E_{\ell}] = 1 - \mathbf{E}_{\ell \sim \mathcal{L}}[\varepsilon_\ell]$. Using Lemma 4.2 and the fact that $\varepsilon_f \geq \varepsilon$, we have,

$$\mathbf{E}_{\ell \sim \mathcal{L}}[\varepsilon_\ell] \geq \frac{(1 - \alpha) \cdot \varepsilon}{4d} - \alpha \geq \frac{(1 - \alpha) \cdot \varepsilon - 4d \alpha}{4d} - \alpha.$$

Therefore,

$$\Pr[A_i | q \leq Q] = \prod_{i=1}^t \Pr[A_i | q \leq Q] \leq \left(1 - \frac{(1 - \alpha) \cdot \varepsilon - 4d \alpha}{4d}\right)^t < \frac{1}{10}.$$

It now remains to bound $\Pr[q > Q]$. Let $\eta$ stand for $1/10t$. Let $\alpha_i$ denote the fraction of erasures in the line sampled during iteration $i$ and let $q_i$ denote the number of queries made by the algorithm during iteration $i$. Let $G$ denote the (good) event that $\alpha_i \leq \alpha/\eta$ for all iterations $i \in [t]$. By Corollary 3.4, $\mathbf{E}[q_i | G] \leq 5\eta \cdot \log n / (\eta - \alpha)$, and by the linearity of expectation,

$$\mathbf{E}[q | G] \leq \frac{\log n}{2(\eta - \alpha)} \leq \frac{120d \log n}{\varepsilon (1 - \alpha)},$$

where the last inequality above follows from our assumption that $\alpha \leq \varepsilon/250d$. Using Markov’s inequality, $\Pr[q > Q | G] \leq 1/10$. Also, by combining Lemma 4.3 with a union bound over the iterations of Step 2 of the tester, we can see that $\Pr[\overline{G}] \leq 1/10$. Therefore, $\Pr[q > Q] \leq \Pr[q > Q | G] + \Pr[\overline{G}] \leq 1/5$. Thus, the probability that the tester does not reject $f$ is

$$\Pr[A] \leq \Pr[A | q \leq Q] + \Pr[q > Q] < \frac{1}{10} + \frac{1}{5} < \frac{1}{3}.$$
5. Erasure-Resilient BDP Testing. In this section, we discuss our erasure-resilient testers for all bounded derivative properties over hypergrid domains and prove Theorem 1.7. First, we show in Lemma 5.4 that testing for any BDP on \([n]\) reduces to testing monotonicity on \([n]\). Next, we prove Lemma 5.7 and Lemma 5.8 that reduces the problem of erasure-resilient testing of a BDP over hypergrid domains to testing of the same property over the line.

5.1. Erasure-Resilient BDP Tester for the Line. In this section, we show that (erasure-resilient) testing of bounded derivative properties (BDPs) on the line reduces to monotonicity testing on the line and prove Theorem 5.5. As noted in Section 1.3, BDPs comprise of a large class of properties that have been studied in the property testing literature.

Given a function \(f: [n] \mapsto \mathbb{R} \cup \{\bot\}\), and a bounded derivative property \(P\), we first define violated pairs in \(f\) with respect to \(P\).

**Definition 5.1 (Violated pair). Given a function \(f: [n] \mapsto \mathbb{R} \cup \{\bot\}\) and bounding family \(B\) consisting of functions \(l, u : [n-1] \mapsto \mathbb{R}\), two points \(x, y \in \mathbb{N}\) such that \(x < y\) violate the property \(P(B)\) with respect to \(f\) if \(f(x) - f(y) > m_B(x, y) = -\sum_{i=x}^{y-1} l(t)\) or \(f(y) - f(x) > m_B(y, x) = \sum_{i=x}^{y-1} u(t)\). The pairs \((x, y)\) and \((y, x)\) are called violated.**

Consider a bounded derivative property \(P\) of functions defined over \([n]\) and associated bounding functions \(l, u: [n-1] \mapsto \mathbb{R}\). The following claim states that, we may assume w.l.o.g. that \(l(i) = -u(i)\) for all \(i \in [n-1]\). We use it in the proof of Claim 5.3.

**Claim 5.2. Consider a function \(f: [n] \mapsto \mathbb{R} \cup \{\bot\}\) and a bounding function family \(B\) over \([n]\) with \(l, u : [n-1] \mapsto \mathbb{R}\). Let \(g: [n] \mapsto \mathbb{R} \cup \{\bot\}\) be a function that takes the value \(f(i) + \sum_{j=1}^{i-1} \frac{u(i) + l(i)}{2}\) for each \(i \in \mathbb{N}\) and is erased on the remaining points. Let \(B'\) be a bounding function family over \([n]\) with \(l', u' : [n-1] \mapsto \mathbb{R}\) such that \(u'(i) = -l'(i) = \frac{u(i) - l(i)}{2}\) for all \(i \in [n-1]\). Then \(x, y \in \mathbb{N}\) violate \(P(B)\) with respect to \(f\) if and only if \(x, y\) violate \(P(B')\) with respect to \(g\).**

**Proof.** Note that \(x, y \in \mathbb{N}\), where \(x < y\), is not violated with respect to \(f\) if and only if \(\max\{f(x) - f(y) - m_B(x, y), f(y) - f(x) - m_B(y, x)\} \leq 0\). We have

\[
g(x) - g(y) - m_{B'}(x, y) = f(x) - f(y) + \sum_{i=x}^{y-1} \frac{u(i) + l(i)}{2} - \sum_{i=x}^{y-1} \frac{u(i) - l(i)}{2}
\]

\[
= f(x) - f(y) - \sum_{i=x}^{y-1} l(i) = f(x) - f(y) - m_B(x, y).
\]

Also,

\[
g(y) - g(x) - m_{B'}(y, x) = f(y) - f(x) - \sum_{i=x}^{y-1} \frac{u(i) + l(i)}{2} - \sum_{i=x}^{y-1} \frac{u(i) - l(i)}{2}
\]

\[
= f(y) - f(x) - \sum_{i=x}^{y-1} u(i) = f(y) - f(x) - m_B(y, x).
\]

Thus, \(\max\{g(x) - g(y) - m_{B'}(x, y), g(y) - g(x) - m_{B'}(y, x)\} = \max\{f(x) - f(y) - m_B(x, y), f(y) - f(x) - m_B(y, x)\}\). The claim follows.

The following claim shows a reduction from testing BDPs over \([n]\) to testing monotonicity over \([n]\).
Consider an $\alpha$-erased function $f : [n] \to \mathbb{R} \cup \{\perp\}$ and bounding functions $l, u : [n-1] \to \mathbb{R}$ such that $-l(i) = u(i) = \gamma(i)$ for all $i \in [n-1]$. Let $\mathcal{P}$ be the BDP defined by $l$ and $u$. Let $g, h : [n] \to \mathbb{R} \cup \{\perp\}$ be two functions that take the values $g(i) = f(i) - \sum_{r=1}^{n-1} \gamma(r)$ and $h(i) = f(i) - \sum_{r=1}^{n-1} \gamma(r)$ for all $i \in \mathcal{N}$ and are erased on the remaining points. Then, the following conditions hold:

1. $x, y \in \mathcal{N}$ violate $\mathcal{P}$ with respect to $f$ if and only if $x, y$ violate monotonicity with respect to either $g$ or $h$.
2. If $f$ is in $\mathcal{P}$, then both $g$ and $h$ are both monotone.
3. If $f$ is $\varepsilon$-far from $\mathcal{P}$, then either $g$ or $h$ is at least $\varepsilon/4$-far from monotonicity.

Proof. Consider a pair $(i, j) \in \mathcal{N} \times \mathcal{N}$ where $i < j$. We have,

$$g(i) - g(j) = f(i) - f(j) - \sum_{r=i}^{j-1} \gamma(r);$$

$$h(i) - h(j) = f(i) - f(j) - \sum_{r=i}^{j-1} \gamma(r).$$

If $(i, j)$ does not violate $\mathcal{P}$ with respect to $f$, we have $f(j) - f(i) - \sum_{r=i}^{j-1} \gamma(r) \leq 0$ and $f(i) - f(j) - \sum_{r=i}^{j-1} \gamma(r) \leq 0$. Thus, $(i, j)$ satisfies the monotonicity property with respect to $g$ and $h$. On the other hand, if $(i, j)$ violates $\mathcal{P}$ with respect to $f$, then either $f(j) - f(i) - \sum_{r=i}^{j-1} \gamma(r) > 0$ or $f(i) - f(j) - \sum_{r=i}^{j-1} \gamma(r) > 0$. That is, $(i, j)$ violates monotonicity with respect to either $g$ or $h$. Parts (1) and (2) of the lemma follow directly from these arguments.

To prove part (3) of the lemma, assume that $f$ is $\varepsilon$-far from the property $\mathcal{P}$. Define the violation graph $G_f$ as follows. The vertex set corresponds to $\mathcal{N}$. For each $(i, j) \in \mathcal{N} \times \mathcal{N}$ such that $i < j$, there is an (undirected) edge between $i \in \mathcal{N}$ and $j \in \mathcal{N}$ if the pair $(i, j)$ violates $\mathcal{P}$ with respect to $f$. By Lemma 2.5 in [17], the size of every maximal matching in $G_f$ is at least $\varepsilon \cdot |\mathcal{N}|/2$. Consider a maximal matching $M$ in $G_f$. From the discussion above, the pair of nonerased points corresponding to each edge in $M$ violates monotonicity with respect to either $g$ or $h$. Therefore, at least $\varepsilon \cdot |\mathcal{N}|/4$ pairs $(i, j) \in \mathcal{N} \times \mathcal{N}$ such that $i < j$, violate monotonicity with respect to at least one of $g$ and $h$. Assume w.l.o.g. that at least $\varepsilon \cdot |\mathcal{N}|/4$ such pairs violate monotonicity with respect to $h$. One has to change the function value of $h$ on at least one endpoint of each such pair to repair it. This means that $h$ is at least $\varepsilon/4$-far from monotone.

Therefore, in order to test the bounded derivative property $\mathcal{P}$ on $f$ with proximity parameter $\varepsilon$, one can test monotonicity on $g$ and $h$ with proximity parameter $\varepsilon/4$ and error probability 1/6 and accept iff both tests accept.

**Lemma 5.4.** Let $\varepsilon \in (0, 1), \alpha \in [0, 1)$. Let $Q_{\text{non}}(\alpha, \varepsilon, n)$ denote the query complexity of $\alpha$-eraser-resilient $\varepsilon$-testing of monotonicity of real-valued functions on the line. Then, for every BDP, $\alpha$-eraser-resilient $\varepsilon$-testing of real-valued functions on the line has query complexity $O(Q_{\text{non}}(\alpha, \varepsilon/4, n))$. The same statement holds for 1-sided error testing.

The following theorem is a direct consequence of Lemma 5.4 and Theorem 1.6.

**Theorem 5.5 (BDP tester on the line).** For every BDP $\mathcal{P}$, there exists a one-sided error $\alpha$-eraser-resilient $\varepsilon$-tester for $\mathcal{P}$ of real-valued functions over $[n]$ that works for all $\alpha \in [0, 1), \varepsilon \in (0, 1)$, with query complexity $O\left(\frac{1}{1-\alpha} \cdot \frac{\log n}{\varepsilon}\right)$.
5.2. Erasure-Resilient Dimension Reduction. In this section, we prove two important properties of a uniformly random axis parallel line in the hypergrid $[n]^d$. We do this in Lemma 5.7 and Lemma 5.8, which we jointly call erasure-resilient dimension reduction. We first introduce some notation.

Let $g$ be an $\alpha$-erased function on $\mathcal{D}$, and $\mathcal{N} \subseteq \mathcal{D}$ be the set of nonerased points in $g$. Recall that the Hamming distance of $g$ from $\mathcal{P}$, denoted by $\text{dist}(g, \mathcal{P})$, is the least number of nonerased points on which every completion of $g$ needs to be changed to satisfy $\mathcal{P}$. The relative Hamming distance between $g$ and $\mathcal{P}$ is $\text{dist}(g, \mathcal{P})/|\mathcal{N}|$. We use $g|_S$ to denote the restriction of $g$ to a subset $S \subseteq \mathcal{D}$. Note that all these definitions make sense even for functions with no erasures in them.

Let $\mathcal{L}$ denote the set of all axis-parallel lines in $[n]^d$. Let $\mathcal{P}$ be a bounded derivative property of functions over $[n]^d$ defined by a bounding family $\mathcal{B} = \{l_1, u_1, \ldots, l_d, u_d\}$ where $l_i, u_i : [n-1] \rightarrow \mathbb{R}$ for all $i \in [d]$. For $i \in [d]$, let $\mathcal{P}^i$ denote the set of functions over $[n]^d$ with no violations to $\mathcal{P}$ along dimension $i$. Let $\mathcal{P}_{\text{line}}^i$ denote the bounded derivative property of functions over $[n]$ defined by the bounding functions $l_i, u_i : [n-1] \rightarrow \mathbb{R}$.

Consider an $\alpha$-erased function $f : [n]^d \rightarrow \mathbb{R} \cup \{\perp\}$. Let $\mathcal{N} \subseteq [n]^d$ denote the set of nonerased points in $f$. For an axis-parallel line $\ell \in \mathcal{L}$, let $\mathcal{N}_\ell$ denote the set of nonerased points on $\ell$ and $f_\ell$ denote the function $f$ restricted to $\ell$.

Lemma 5.7 shows that, for a uniformly random axis-parallel line $\ell \in \mathcal{L}$, the expected relative Hamming distance of $f_\ell$ from $\mathcal{P}_{\text{line}}^i$ is roughly proportional to the relative Hamming distance of $f$ from $\mathcal{P}$, where $i$ is the dimension along which $\ell$ lies. First, we prove Claim 5.6 that we use in our proof of Lemma 5.7.

CLAIM 5.6. Let $\alpha \in [0, 1)$. For every $\alpha$-erased function $f : [n]^d \rightarrow \mathbb{R} \cup \{\perp\}$ and every bounded derivative property $\mathcal{P}$ over $[n]^d$, we have,

\[
\frac{1}{4} \text{dist}(f, \mathcal{P}) \leq \alpha \cdot d \cdot n^d + \sum_{i=1}^{d} \text{dist}(f, \mathcal{P}^i).
\]

Proof. Let $g : [n]^d \rightarrow \mathbb{R}$ be a function in $\mathcal{P}$ such that $\text{dist}(g_{\mathcal{N}}, f_{\mathcal{N}})$ is minimum. We define $f_\ast : [n]^d \rightarrow \mathbb{R}$, a completion of $f$, such that $f_\ast(x) = f(x)$ for all $x \in \mathcal{N}$ and $f_\ast(x) = g(x)$ for all $x \notin \mathcal{N}$. Note that $g$ is the function closest to $f_\ast$ in $\mathcal{P}$, as $g$ is the function that minimizes $\text{dist}(g_{\mathcal{N}}, f_{\mathcal{N}})$.

For all $i \in [d]$, let $g^i : [n]^d \rightarrow \mathbb{R}$ in $\mathcal{P}^i$ be such that $\text{dist}(g^i_{\mathcal{N}}, f_{\mathcal{N}})$ is minimum. Also, for all $i \in [d]$, let $h^i : [n]^d \rightarrow \mathbb{R}$ be defined as $h^i(x) = f(x)$ for all $x \in \mathcal{N}$, and $h^i(x) = g^i(x)$ for $x \in [n]^d \setminus \mathcal{N}$. Note that for all $i \in [d]$, the function $h^i$ is a completion
of $f$. We have,

$$\frac{1}{4} \text{dist}(f, \mathcal{P}) \leq \frac{1}{4} \text{dist}(f_*, \mathcal{P}) \leq \sum_{i=1}^{d} \text{dist}(f_*, \mathcal{P}^i)$$

as $f_*$ is a completion of $f$

$$\leq \sum_{i=1}^{d} \text{dist}(f_*, g^i)$$

by dimension reduction from [17]

$$\leq \sum_{i=1}^{d} \text{dist}(f_*, h^i) + \sum_{i=1}^{d} \text{dist}(h^i, g^i)$$

because $g^i \in \mathcal{P}^i$

$$\leq d \cdot n^d + \sum_{i=1}^{d} \text{dist}(f, \mathcal{P}^i).$$

To see the last inequality, notice that $f_*$ and $h^i$ differ only on points in $[n]^d \setminus \mathcal{N}$. Hence, for all $i \in [d]$, we have, $\text{dist}(f_*, h^i) \leq \alpha \cdot n^d$. Also, for all $i \in [d]$, $\text{dist}(f, \mathcal{P}^i)$ is defined as the minimum number of points in $\mathcal{N}$ that every completion of $f$ need to be changed to get a function in $\mathcal{P}^i$. Since $h^i$ is a completion of $f$ for all $i \in [d]$ and $g^i$ is the function that minimizes $\text{dist}(g^i|\mathcal{N}, f|\mathcal{N})$, we can see that $\text{dist}(f, \mathcal{P}^i) \geq \text{dist}(h^i, g^i)$ for all $i \in [d]$.

We now use Claim 5.6 to prove the first part of our dimension reduction.

**Lemma 5.7 (Dimension reduction: distance).** Let $\varepsilon_f$ be the relative Hamming distance of $f$ from $\mathcal{P}$. Given $\ell \in \mathcal{L}$, let $\varepsilon_\ell$ denote the relative Hamming distance of $f_\ell$ from $\mathcal{P}^i_{\text{line}}$, where $i \in [d]$ is the dimension along which $\ell$ lies. Then

$$E_{\ell \sim \mathcal{L}[\varepsilon_\ell]} \geq \frac{(1 - \alpha) \cdot \varepsilon_f}{4d} - \alpha.$$

**Proof.** There are $d$ axis-parallel directions and, therefore, $dn^{d-1}$ axis-parallel lines in $[n]^d$. Thus, $\Pr[E_\ell] = 1/dn^{d-1}$, where $E_\ell$ is the event of getting a specific axis parallel line $\ell$ while sampling u.a.r. from $\mathcal{L}$. Let $\mathcal{L}_i$ denote the set of axis parallel lines along
dimension $i$.

$$E_{\ell \sim \mathcal{L}}[\alpha_\ell] = \sum_{\ell \in \mathcal{L}} \varepsilon_\ell \cdot \Pr[E_\ell]$$

$$= \sum_{i=1}^{d} \sum_{\ell \in \mathcal{L}_i} \varepsilon_\ell \cdot \Pr[E_\ell]$$

$$= \frac{1}{dn^{d-1}} \sum_{i=1}^{d} \sum_{\ell \in \mathcal{L}_i} \frac{\text{dist}(f_\ell, \mathcal{P}_i)}{|N_\ell|}$$

$$\geq \frac{1}{dn^d} \sum_{i=1}^{d} \sum_{\ell \in \mathcal{L}_i} \text{dist}(f_\ell, \mathcal{P}_i)$$

$$\geq \frac{1}{dn^d} \left( \frac{\text{dist}(f, \mathcal{P})}{4} - \alpha d \cdot n^d \right)$$

by Claim 5.6

$$\geq 1 - \alpha \cdot \frac{4}{4d} \cdot \varepsilon_f - \alpha.$$

We conclude this section with the second part of our dimension reduction.

**Lemma 5.8 (Dimension reduction: fraction of erasures).** Consider an $\alpha$-erased function $f : [n]^d \mapsto \mathbb{R} \cup \{\bot\}$. Given an axis-parallel line $\ell \in \mathcal{L}$, let $\alpha_\ell$ denote the fraction of erased points in $\ell$. Then, for every $\eta \in (0, 1)$,

$$\Pr E_{\ell \sim \mathcal{L}}[\alpha_\ell > \alpha/\eta] \leq \eta.$$

**Proof.** Note that a uniformly randomly sampled point in $[n]^d$ is erased with probability $\alpha$. We can sample a point uniformly at random by first sampling a line $\ell \in \mathcal{L}$ uniformly at random and then sampling a point uniformly randomly on $\ell$, which is erased with probability $\alpha_\ell$. Therefore we have

$$\alpha = \sum_{\ell \in \mathcal{L}} \Pr[E_\ell] \cdot \alpha_\ell = E_{\ell \sim \mathcal{L}}[\alpha_\ell].$$

The claim then follows from Markov’s inequality.

### 5.3. Erasure-Resilient BDP Testers for the Hypergrids

We now present our erasure-resilient tester for an arbitrary BDP $\mathcal{P}$ and complete the proof of Theorem 1.7. Let $\mathcal{B} = \{\ell_i, u_i : i \in [d]\}$ be a bounding family for $\mathcal{P}$, where $\ell_i, u_i : [n-1] \mapsto \mathbb{R}$. Let $\mathcal{L}_i$ denote the set of axis-parallel lines along dimension $i$. Our tester is described in Algorithm 4.

The bound on the query complexity of the tester is evident from its description. We will now prove its correctness in Lemma 5.9, which will then imply Theorem 1.7. The proof of Lemma 5.9 is very similar to the proof of Lemma 4.4. The only difference is that we use an additional step in the analysis to reduce BDP testing to monotonicity testing over the line, given by Claim 5.3. This step introduces constant-factor differences in the mathematical expressions.

**Lemma 5.9.** Algorithm 4 accepts if $f$ is in $\mathcal{P}$, and rejects with probability at least 2/3 if $f$ is $\varepsilon$-far from $\mathcal{P}$.
Algorithm 4 Erasure-Resilient Tester for BDP \( P \) over \([n]^d\)

**Input:** parameters \( \varepsilon \in (0, 1), \alpha \in [0, \varepsilon/970d] \); oracle access to \( f : [n]^d \rightarrow \mathbb{R} \cup \{\perp\} \)

1. Set \( Q = \left\lceil \frac{4800d \cdot \log n}{\varepsilon(1 - \alpha)} \right\rceil \).
2. repeat \( \frac{\varepsilon(1 - \alpha) - 4d\alpha}{4d} \) times:
   3. Sample a line \( \ell \in \mathcal{L} \) uniformly at random.
   4. Define \( g \) and \( h \) from \( f_\ell, \ell_i \) and \( u_i \) as in Claim 5.3 if \( \ell \) is sampled from \( L_i \).
   5. Sample points u.a.r. from \( \ell \) and query them until we get a point \( s \in \mathcal{N} \).
   6. Perform a randomized binary search for \( s \) on \( \ell \) as in Algorithm 2.
   7. Accept if any violation to monotonicity is found in either \( g \) or \( h \).
   8. Accept at any point if the number of queries exceed \( Q \).

**Proof.** To prove the first part of the lemma, consider an \( \alpha \)-erased function \( f \in P \) and consider an arbitrary iteration of the tester. Suppose the tester samples a line \( \ell \in \mathcal{L} \) such that \( \ell \) is along the \( i \)th dimension. Let \( g_\ell, h_\ell : [n] \rightarrow \mathbb{R} \) denote the functions \( g \) and \( h \) obtained by applying Claim 5.3 to \( f_\ell \) and \( P^j_{\text{line}} \). By Claim 5.3, we know that \( f_\ell \) is in \( P^j_{\text{line}} \) if both \( h_\ell \) and \( g_\ell \) are monotone. As is clear from Algorithm 4, the tester runs (one-sided error) erasure-resilient monotonicity testers for two such functions and therefore, the tester accepts \( f \) in that iteration. Hence, the tester accepts \( f \).

Consider an \( \alpha \)-erased function \( f : [n]^d \rightarrow \mathbb{R} \cup \{\perp\} \) that is \( \varepsilon \)-far from \( P \). Let \( A \) denote the event that the tester does not reject \( f \) in any of its iterations. If \( q \) denotes the total number of queries made by the tester, we have, \( \Pr[A] \leq \Pr[A \mid q \leq Q] + \Pr[q > Q] \).

Let \( t \) denote the number of iterations of the tester. Let \( A_i \) denote the event that the tester accepts in its \( i \)th iteration. As before, let \( E_\ell \) denote the event that the tester gets the line \( \ell \) when it samples lines u.a.r. from \( \mathcal{L} \). Let \( \varepsilon_\ell \) denote the relative Hamming distance of \( f_\ell \) from \( P^j_{\text{line}} \), where \( j \) is the index of the dimension along which \( \ell \) lies. By Claim 5.3, either \( g_\ell \) or \( h_\ell \) is \( \varepsilon_\ell/4 \)-far from monotone. Thus, the tester rejects with probability at least \( \varepsilon_\ell/4 \) if it samples \( \ell \). We then have,

\[
\Pr[A_i \mid q \leq Q] \leq \sum_{\ell \in \mathcal{L}} \left( 1 - \frac{\varepsilon_\ell}{4} \right) \Pr[E_\ell] = 1 - \frac{1}{4} \cdot \mathbb{E}_{\ell \sim \mathcal{L}}[\varepsilon_\ell].
\]

Using Lemma 5.7 and the fact that \( \varepsilon_f \geq \varepsilon \), we have,

\[
\mathbb{E}_{\ell \sim \mathcal{L}}[\varepsilon_\ell] \geq \frac{(1 - \alpha) \cdot \varepsilon_f}{4d} - \alpha \geq \frac{(1 - \alpha) \cdot \varepsilon}{4d} - \alpha.
\]

Therefore,

\[
\Pr[A \mid q \leq Q] = \prod_{i=1}^{t} \Pr[A_i \mid q \leq Q] \leq \left( 1 - \frac{(1 - \alpha) \cdot \varepsilon - 4d\alpha}{16d} \right)^t < \frac{1}{10}.
\]

It now remains to bound \( \Pr[q > Q] \). Let \( \eta \) stand for \( 1/10t \). Let \( \alpha_i \) denote the fraction of erasures in the line sampled during iteration \( i \) and let \( q_i \) denote the number of queries made by the algorithm during iteration \( i \). Let \( G \) denote the (good) event that \( \alpha_i \leq \alpha/\eta \) for all iterations \( i \in [t] \). By Corollary 3.4, \( \mathbb{E}[q_i \mid G] \leq 5\eta \cdot \log n/(\eta - \alpha) \),

\[
\]
and by the linearity of expectation,

$$E[q \mid G] \leq \frac{\log n}{2(\eta - \alpha)} \leq \frac{480d \log n}{\varepsilon(1 - \alpha)},$$

where the last inequality follows from our assumption that $\alpha \leq \varepsilon/970d$. Using Markov’s inequality,

$$\Pr[q > Q \mid G] \leq \frac{1}{10}.$$  

Also, by combining Lemma 5.8 with a union bound, we can see that $\Pr[G] \leq 1/10$. Therefore,

$$\Pr[q > Q] \leq \Pr[q > Q \mid G] + \Pr[G] \leq \frac{1}{5}.$$

### 5.4. Limitations of Dimension Reduction in Erasure-Resilient Testing.

In this section, we show that when the fraction of erasures is large enough, dimension reduction based testers that sample axis parallel lines uniformly at random and check for violations on them, are bound to fail. Axis-parallel lines in hypercubes (Definition 1.5) are called edges. We prove the following claim.

**Lemma 5.10.** For all $\varepsilon \in (0, 1/2]$, all large enough even $d$ and $\alpha = \Theta(\varepsilon/\sqrt{d})$, there exists an $\alpha$-erased function $f \colon \{0, 1\}^d \mapsto \mathbb{R} \cup \{\perp\}$, such that $f$ is $\varepsilon$-far from monotone but $f$ has no violations to monotonicity along the edges of the hypercube $\{0, 1\}^d$.

**Proof.** For the ease of exposition, we prove this lemma for $\varepsilon = 1/2$. We note that similar calculations could extend this proof to any $\varepsilon \in (0, 1/2]$. Assume that $d$ is even. For $x \in \{0, 1\}^d$, let $||x||_0$ denote the number of nonzero coordinates in $x$. The function $f$, for $x \in \{0, 1\}^d$ is defined as:

$$f(x) = \begin{cases} \perp & \text{if } ||x||_0 = d/2 \\
1 & \text{if } ||x||_0 < d/2 \\
0 & \text{otherwise.} \end{cases}$$

Recall that the distance to monotonicity of a function $f : \{0, 1\}^d \mapsto \{0, 1\}$ is the fraction of nonerased function values that we need to change to make $f$ monotone. As $d$ is even, the number of points in $\{0, 1\}^d$ above and below the middle layer are equal. We need to change function values at either all the points below the middle layer, or all the points above middle layer, to make $f$ monotone. Hence, $f$, as described above is $\frac{1}{2}$-far from monotone. Also, no axis-parallel edge is violated with respect to monotonicity as the middle layer is erased. This completes the proof for the case when $\varepsilon = 1/2$, since $\alpha = \Theta(1/\sqrt{d})$.

For general $\varepsilon$, we can define the set of erased points to be the points in $\{0, 1\}^d$, such that their Hamming weight is $\beta \cdot d$, where $\beta = \beta(\varepsilon) < 1/2$ is chosen so that $|S|/2d = \varepsilon$, where $S$ is the set of all points in $\{0, 1\}^d$ with Hamming weight less than $\beta \cdot d$. As in the above case, we set all points with Hamming weight smaller than $\beta \cdot d$ to 1 and the ones with Hamming weight larger than $\beta \cdot d$ to be 0. Similar calculations help us prove that for large enough $d$, fraction of erased points is $\Theta(\varepsilon/\sqrt{d})$. In this case, $f$ is $\varepsilon$-far from monotone, but no axis-parallel edge is violated in $f$ with respect to monotonicity. □
6. Erasure-Resilient Convexity Tester for the Line. In this section, we prove Theorem 1.8. Given an \( \alpha \)-erased function \( f : [n] \rightarrow \mathbb{R} \cup \{\perp\} \), let \( \nu_i \) denote the \( i \)-th nonerased domain point in \([n]\). The derivative of \( f \) at a point \( \nu_i \in N \), denoted by \( \Delta f(\nu_i) \), is \( \frac{f(\nu_{i+1}) - f(\nu_i)}{\nu_{i+1} - \nu_i} \), whenever \( \nu_{i+1} \leq n \). The function \( f \) is convex iff \( \Delta f(\nu_i) \leq \Delta f(\nu_{i+1}) \) for all \( i \in [|N| - 2] \). In other words, a function is convex iff its derivative is monotone.

Looking at the above definition, it would seem that testing convexity of a function can be reduced to testing monotonicity of its derivative. However, this reduction does not work even for the case of testing when there are no erasures, since there are functions that are very far from convex but whose derivatives are very close to monotone. One such example, given in [43], is the following function \( f : [n] \rightarrow \mathbb{R} \) defined for even \( n \). For \( i \leq n/2 \), we have \( f(i) = i \) and for \( i > n/2 \), we have \( f(i) = i - 1 \).

This function is \( \frac{1}{2} \)-far from convex. But its derivative, \( \Delta f \), takes the value 1 on all points except for a single point, where it is 0. Hence, \( \Delta f \) is \( \frac{1}{n-1} \)-close to monotone.

The authors of [43] then describe a convexity tester by utilizing the relationship between convexity of a function and the monotonicity of its derivative more cleverly. Our tester builds upon the ideas of the convexity tester from [43].

A high-level idea of the tester is as follows. Our tester (Algorithm 5) has several iterations. Every iteration of the tester can be thought of as a traversal of a uniformly random rooted path in a random binary search tree \( T \) on \( N \) sampled from the distribution \( D_T \), just as Algorithm 2. For each interval on such a path, we check a set of conditions computed based on the values at some nonerased points in the interval, called anchor points, and two real numbers, called the left and right slopes. More specifically, we verify that the function restricted to the sampled nonerased points in the interval is convex, by comparing the slopes across consecutive points. The algorithm accepts if all the intervals it sees pass these checks. The main steps in the

Algorithm 5 Erasure-Resilient Convexity Tester

Input: parameters \( \varepsilon \in (0, 1), \alpha \in [0, 1) \); oracle access to \( f : [n] \rightarrow \mathbb{R} \cup \{\perp\} \).

1. Set \( Q = \left\lceil \frac{180 \log n}{\varepsilon (1 - \alpha)} \right\rceil \).
2. Accept at any point if the number of queries exceeds \( Q \).
3. repeat \( \frac{2}{\varepsilon} \) times
4. Sample points in \( I[1, n] \) u.a.r and query them until we get a point \( s \in N \).
5. \text{Test-Interval}(I[1, n], \emptyset, -\infty, +\infty, s) \) and \text{Reject} if it rejects.
6. Accept.

analysis of the tester follow that of the analysis of Algorithm 2. To analyze the tester, we first prove that, with high probability, the algorithm does not run out of its budget of queries \( Q \). For this, we classify the queries that the tester makes into two kinds as follows and analyze them separately.

Definition 6.1 (Sampling queries). The queries made by the tester when it repeatedly samples and queries points from an interval until it finds a nonerased domain point are called sampling queries.

Definition 6.2 (Walking queries). The queries made by the tester when it keeps querying consecutive points from intervals, starting from one nonerased point until it finds the next nonerased point, are called walking queries.

In the proof of Lemma 6.3, we first show that the expected number of walking queries
is at most twice the number of the expected number of the sampling queries and then use Corollary 3.4 to bound the expected number of sampling queries.

In the second part of the analysis we prove that, conditioned on the total number of queries made by the algorithm not exceeding \( Q \), in each iteration, with probability at least \( \varepsilon \), the tester rejects a function that is \( \varepsilon \)-far from being convex. This part of the proof draws ideas from the proof of correctness of the tester in [43].

**Procedure 6** Test-Interval \((I[i,j], A, m_\ell, m_r, s)\)

**Input:** interval \(I[i,j]\); a set of nonerased points \(A\); left slope \( m_\ell \in \mathbb{R} \); right slope \( m_r \in \mathbb{R} \); search point \( s \in \mathcal{N} \).

1: Sample points u.a.r. from \(I[i,j]\) and query them until we get a point \( x \in \mathcal{N} \).
2: Sequentially query points \( x + 1, x + 2 \ldots \) until we get a nonerased point \( y \).
3: \( \triangleright \) Set \( y \leftarrow x \) if there is no nonerased point in \( I[i,j] \) to the right of \( x \).
4: Sequentially query points \( x - 1, x - 2 \ldots \) until we get the nonerased point \( z \).
5: \( \triangleright \) Set \( z \leftarrow x \) if there is no nonerased point in \( I[i,j] \) to the left of \( x \).
6: Let \((a_1, a_2, \ldots, a_k)\) denote the sorted list of points in the set \(A' \leftarrow A \cup \{x, y, z\}\).
7: Let \( m_i = (f(a_{i+1}) - f(a_i))/(a_{i+1} - a_i) \) for all \( i \in [k-1] \).
8: **Reject** if \( m_2 \leq m_1 \leq m_3 \leq \ldots \leq m_{k-1} \leq m_\ell \) is not true.
9: Let \(A'_l\) and \(A'_r\) be the sets of points in \(A'\) that are smaller and larger than \( x \), respectively.
10: if \( s < x \) then
11: **Reject** if Test-Interval \((I[i,z], A'_l, m_\ell, \Delta f(z), s)\) rejects.
12: if \( s > x \) then
13: **Reject** if Test-Interval \((I[y,j], A'_r, \Delta f(x), m_r, s)\) rejects.
14: **Accept**.

**Lemma 6.3.** Algorithm 5 accepts if \( f \) is convex, and rejects with probability at least 2/3 if \( f \) is \( \varepsilon \)-far from convex.

**Proof.** We first define some notation for our analysis. Consider a search path traversed by the algorithm. Similar to the analysis of Algorithm 2, this path can be viewed as a uniformly random rooted path in a binary tree \( T \) over \( \mathcal{N} \), sampled according to \( D_T \). Let \( I[i,j] \) be an interval on the path. Consider the execution of Test-Interval (Procedure 6) called with \( I[i,j] \) as the first argument. We call the nonerased point \( x \) sampled in Step 1 of Procedure 6 its **pivot**, the set of points \( A' \) in Step 6 of Procedure 6 its **anchor set** and the values \( m_\ell \) and \( m_r \) (passed to the procedure Test-Interval) as its **left** and **right slopes**, respectively. That is, given a binary search tree \( T \) over \( \mathcal{N} \), we associate each node in the tree with an interval, a pivot, an anchor set and two slopes. Note that the size of the anchor set \( A' \) in Step 6 is at most 5, since each interval can have at most two anchor points of its ancestors carried down to it (the extreme nonerased points of the interval), and also have at most 3 of its own anchor points.

It is evident that the tester accepts whenever \( f \) is convex. To prove the other part of the lemma, assume that \( f \) is \( \varepsilon \)-far from being convex. Let \( A \) be the event that the tester accepts \( f \). Let \( q \) denote the total number of queries made. We have

\[
\Pr[A] \leq \Pr[A \mid q \leq Q] + \Pr[q > Q].
\]

We first bound \( \Pr[q > Q] \). As mentioned earlier, the queries made by the tester can be classified into sampling queries (Definition 6.1) and walking queries (Definition 6.2). By Corollary 3.4, the expected number of sampling queries made in one
iteration of the tester is at most $5 \log n/(1 - \alpha)$.

We will now bound the expected number of walking queries. Consider an interval $I$ with $\alpha_I$ fraction of erasures in it. A point in $I$ can get queried as part of the walking queries if either the first nonerased point to its right or the first nonerased point to its left on the line $[n]$ gets sampled as the pivot of $I$. For a nonerased point $i \in I$, let $w(i)$ denote the number of walking queries to be made if the algorithm samples $i$ as the pivot. Therefore

$$\sum_{i \in N \cap I} w(i) \leq 2|I|,$$

since every point in $I$ gets counted at most twice in this sum. There are exactly $|I|(1 - \alpha_I)$ nonerased points in $I$ and each of them could be the pivot in $I$ with equal probability. Hence, the expected number of walking queries that Algorithm 5 makes in $I$ is at most $2/(1 - \alpha_I)$. This is at most twice the expected number of sampling queries that the algorithm makes in $I$.

Therefore, by the linearity of expectation, the expected number of walking queries made in one iteration of the tester is at most $10 \log n/(1 - \alpha)$. Thus, the expected value of the total number of queries made by the tester in one iteration is at most $15 \log n/(1 - \alpha)$ and that over all iterations is at most $30 \log n/\varepsilon(1 - \alpha)$. Thus, by Markov’s inequality,

$$\Pr[q > Q] \leq \frac{1}{6}.$$

Next, we bound $\Pr[A \mid q \leq Q]$. Consider a binary search tree $T$ over $N$, sampled according to the distribution $D_T$, and a function $f : [n] \mapsto \mathbb{R} \cup \{\perp\}$. Let $\Gamma(I[i,j], A, m_l, m_r)$ be a node in $T$ with interval $I[i,j]$, anchor set $A = \{a_1, a_2, \ldots, a_k\}$ and slopes $m_l$ and $m_r$ such that $a_i \leq a_{i+1}$ for all $i \in [k - 1]$. Let $m_i = (f(a_{i+1}) - f(a_i))/(a_{i+1} - a_i) \forall i \in [k - 1]$.

**Definition 6.4 (Good Node, Bad Node).** A node $\Gamma(I[i,j], A, m_l, m_r)$ is good if $m_l \leq m_1 \leq m_2 \leq \cdots \leq m_{k-1} \leq m_r$. Otherwise, it is bad.

**Definition 6.5 (Violator Node).** An node $\Gamma$ is a violator if it is bad and all its ancestor nodes in $T$ are good.

**Definition 6.6 (Witness).** A nonerased domain point is a witness with respect to $T$ if it belongs the interval associated with a violator node in $T$.

We prove that if $f$ is $\varepsilon$-far from being convex, then, for every binary search tree $T$, the fraction of nonerased domain points that are witnesses is at least $\varepsilon$. We start by assuming that there is a tree in which the fraction of witnesses is less than $\varepsilon$. We show that we can correct the function values only on the witnesses and get a convex function, which gives a contradiction.

**Claim 6.7.** If $f$ is $\varepsilon$-far from convex, then the fraction of witnesses in every binary search tree $T$ is at least $\varepsilon$.

**Proof.** Assume for the sake of contradiction that there is a binary search tree $T$ such that the fraction of witnesses with respect to $T$ is less than $\varepsilon$. In the following, we will construct a convex function $g : [n] \mapsto \mathbb{R} \cup \{\perp\}$ by changing the values of $f$ only on witnesses with respect to $T$. Since the fraction of witnesses is less than $\varepsilon$, functions $f$ and $g$ will differ on less than an $\varepsilon$ fraction of nonerased domain points, which will give us the desired contradiction.

Consider a violator node $\Gamma$ in $T$ and let $I[i,j]$ be the interval associated with it. If $\Gamma$ is the root of $T$, every nonerased domain point in $f$ is a witness by definition. This
We proved that every node in the tree $T$. Let the anchor set and slopes associated with the parent node of $\Gamma$ in $T$ be $A = \{a_1, a_2, \ldots, a_k\}$, $m_i$ and $m_r$, respectively. Assume without loss of generality that $a_i \leq a_{i+1}$ for all $i \in [k-1]$. Suppose that $\Gamma$ is the right child of its parent. The case when $\Gamma$ is the left child of its parent is analogous and is hence omitted. Let $\{a_u, a_{u+1}, \ldots, a_k\}$ be the set of points common to $I[i,j]$ and $A$. By definition, $a_u$ is the smallest nonerased domain point in $I[i,j]$. Also, the left slope of $I[i,j]$ is $(f(a_u) - f(a_{u-1}))/ (a_u - a_{u-1})$ and its right slope is equal to $m_r$.

Let $m_v = (f(a_{v+1}) - f(a_v))/(a_v+1 - a_v)$ for all integers $v$ such that $v \in [u-1, k)$. We define $g$ as follows.

- For each $t \in \{a_u, a_{u+1}, \ldots, a_k\}$, set $g(t) = f(t)$.
- For each integer $v \in [u, k)$ and $t \in \mathcal{N} \cap (a_v, a_{v+1})$, set
  \[
g(t) = f(a_v) + m_v \cdot (t-a_v)\]
- For each $t \in \mathcal{N}$ such that $j \geq t > a_k$, set
  \[
g(t) = f(a_k) + m_{k-1} \cdot (t-a_k).
\]

Since $\Gamma$ is a violator node, the parent node of $\Gamma$ is good, by definition. This implies that $m_{u-1} \leq m_u \leq \ldots \leq m_{k-1} \leq m_r$. Therefore, the derivatives of nonerased points in $I[i,j]$ are non-decreasing with respect to $g$, by virtue of our assignment.

To prove that $g$ is convex, we first show that every node in $T$ is good with respect to $g$.

1. Consider a node $\Gamma$ in $T$ that is good with respect to $f$. Let $I[i,j]$ be the interval associated with $\Gamma$. If $\Gamma$ has no ancestors or descendants that are violators (w.r.t. $f$), it remains good with respect to $g$ as well, since $g(t) = f(t)$ for all $t \in I[i,j]$.

2. Consider a node $\Gamma$ in $T$ such that $\Gamma$ and its ancestors are all good w.r.t. $f$. Let $I$ be the interval associated with $\Gamma$. To prove that $\Gamma$ is good w.r.t. $g$, it is enough to show that $f(t) = g(t)$ for every anchor point $t \in I$ of $\Gamma$. Note that the only points $t \in I$ for which $f(t)$ and $g(t)$ could be different are the points belonging to intervals associated with violator nodes in $T$ that are descendants of $\Gamma$. Consider a node $\Gamma'$ in $T$ such that (1) $\Gamma'$ is a descendant of $\Gamma$, and (2) $\Gamma'$ is a violator node w.r.t. $f$. Let $I'$ be the interval associated with $\Gamma'$. The definition of $g$ on points in $I'$ ensures that $g(t) = f(t)$ for every point $t$ common to the anchor sequence of $\Gamma$ and the interval $I'$. Thus, we can see that $f(t) = g(t)$ for every anchor point $t \in I$ of $\Gamma$. Hence, $\Gamma$ remains good with respect to $g$.

3. Consider a node $\Gamma$ that is either a violator node or has a violator ancestor $\Gamma$ (w.r.t. $f$). Let $I$ and $I'$ be the intervals associated with $\Gamma$ and $\Gamma'$ respectively. By definition, the parent of $\Gamma'$ is good with respect to $f$. Therefore, by the definition of $g$ on $I'$, we have $\Delta g(t-1) \leq \Delta g(t)$ for all $t \in \mathcal{N} \cap I'$. Therefore, $\Gamma'$ is good with respect to $g$, and hence $\Gamma$ is also good with respect to $g$.

We proved that every node in the tree $T$ is good with respect to $g$. We now prove that $g$ is convex. Consider a point $\nu_t \in \mathcal{N}$ such that $2 \leq t \leq |\mathcal{N}| - 1$, where $\nu_t$ denotes the $i^{th}$ nonerased point in $[n]$. This point occurs in $T$ either as the pivot of a non-leaf node or as the sole nonerased domain point in the interval associated with a leaf node. In the former case, the condition $\Delta g(\nu_{t-1}) \leq \Delta g(\nu_t)$ is part of the goodness condition
of the corresponding node and is satisfied. In the latter case, $\Delta g(\nu_{t-1})$ and $\Delta g(\nu_t)$ are the left and right slopes of the leaf and are compared as part of the goodness condition of the leaf. Thus, $\Delta g(\nu_{t-1}) \leq \Delta g(\nu_t)$ for all $\nu_t \in \mathcal{N}$ such that $2 \leq t \leq |\mathcal{N}| - 1$. Thus, $g$ is convex.

We conclude our analysis by bounding the probability that the tester does not find a violation. Since the search point $s$ is chosen uniformly at random from the set of nonerased domain points, the probability that it is a witness is at least $\varepsilon$ and thus, the tester detects a violation to convexity with probability at least $\varepsilon$ in every iteration. Therefore,

$$\Pr[A \mid q \leq Q] \leq (1 - \varepsilon)^{\frac{2}{\varepsilon}} < \frac{1}{6}.$$  

7. Relations to Other Testing Models. In this section, we describe the relationships between erasure-resilient testing model and the other models of property testing. We first describe a property that is easy to test in the standard model, but is hard to test in the erasure-resilient model. This effectively separates the erasure-resilient testing model from the standard model. We discuss this result in Section 7.1. Next, we study the connection of erasure-resilient testing to tolerant testing and distance approximation algorithms and show that the existence of a distance approximation algorithm or a tolerant tester for a property implies the existence of an erasure-resilient testing algorithm for that property. We describe it in Section 7.2.

7.1. Separation Between Erasure-Resilient and Standard Testing. In this section, we show that erasure-resilient testing is, in general, harder than standard testing and prove Theorem 1.3. More formally, we construct a property $R$ such that it only takes a constant number of queries to test $R$ in the standard model, whereas $\alpha$-erasure-resilient $\frac{1}{4}$-testing of $R$ requires polynomially many queries for all constant $\alpha \in (0, 1)$.

Our proof of Theorem 1.3 follows closely, the proof that Fischer and Fortnow [30] used to separate tolerant property testing [44] from standard property testing. In fact, the property $R$ guaranteed by Theorem 1.3 is the property constructed by [30] for their purposes. We first give a high-level description of the property $R$ and an intuition of why $R$ is easy to test in the standard property testing model (proven by [30]) and hard to test in the erasure-resilient property testing model (proved in this section).

Property $R$ is constructed from another property $H$ such that the query complexity of testing $H$ in the standard model is linear in the input size. However, $H$ has the feature that, given oracle access to an additional proof string, it takes only a constant number of queries to test $H$. Note that the query complexity in the latter scenario includes the number of queries made to the proof. In loose terms, the property $R$ is defined as the set of all strings where the first part consists of repetitions of a string that satisfies $H$, and the second part is a proof of the membership of the first part in $H$. It follows that $R$ is easy to test in the standard model. However, if the proof part of an input string is erased, then erasure-resilient testing of $R$ reduces to testing of $H$ without access to a proof, which demands a high query complexity.

The following lemma from [8] shows the existence of a property $H$ that is hard to test in the standard model.

**Lemma 7.1 ([8]).** There exists a property $H$ of $m$-bit strings that is decidable in polynomial time but any $\frac{1}{3}$-test of which requires at least $\Omega(m)$ queries.
The main tool used in constructing the property \( R \) from the above property \( H \) is algebraic objects called PCPs of proximity (also called assignment testers [21]), which were defined by [7]. PCPs of proximity are proof systems for \( \varepsilon \)-testing promise problems. We state the definition given in [30].

**Definition 7.2 (PCP of proximity [7, 30]).** Let \( \mathcal{P} \) be a property of strings in \( \{0, 1\}^m \) and \( \varepsilon \in (0, 1) \) be a parameter. A (one-sided error) PCP of proximity for the \( \varepsilon \)-testing of \( \mathcal{P} \) is a set of Boolean functions \( f_1, \ldots, f_l \), where \( l \) is polynomial in \( m \), such that:

- For all \( i \in [l] \), the number of variables that \( f_i \) depends on is independent of \( m \).
- The variables that \( f_i \) depends on is a subset of \( \{x_i, y_j : i \in [m], j \in [r]\} \), where \( x_i \)'s are the variables corresponding to the positions in the input \( \vec{x} \) (to the \( \varepsilon \)-testing problem), \( y_j \)'s are a set of auxiliary variables and \( r \) is polynomial in \( m \).
- For \( \vec{x} \in \{0, 1\}^m \) that is in \( \mathcal{P} \), there is an assignment to \( y_j \)'s such that all \( f_i \)'s are satisfied.
- For \( \vec{x} \in \{0, 1\}^m \) that is \( \varepsilon \)-far from \( \mathcal{P} \) and for every assignment of values to \( y_j \)'s, at most half of the \( f_i \)'s are satisfied.

Therefore, if there exists a PCP of proximity for the problem of \( \varepsilon \)-testing \( H \), we can use assignments to the \( y \) variables in the PCP as a candidate proof string for \( \varepsilon \)-testing membership in \( H \) (for the same value of \( \varepsilon \)). The following theorem from [7] states that there exist PCPs of proximity for all properties decidable in polynomial time and, in particular, for the property \( H \), as by Lemma 7.1, it is polynomial time decidable.

**Lemma 7.3 (from [7], as restated by [30]).** Let \( \mathcal{P} \) be a property of strings in \( \{0, 1\}^m \) that is decidable by a circuit of size \( k \), and let \( t \) be such that \( t < \frac{\log \log p(m)}{\log \log \log p(m)} \). There exists a PCP of proximity for the \((1/t)\)-testing of \( \mathcal{P} \). Moreover, the number of additional variables and the number of functions in the PCP of proximity are both bounded by \( k^2 \) and each function depends on \( O(t) \) variables.

Now we describe the property \( R \) that is hard to test when there are adversarial erasures in the input. Let \( p(m) \) be a polynomial bound on the size of a circuit deciding \( H \) on instances of size \( m \), where \( H \) is the property given by Lemma 7.1. Let \( m \) be large enough such that \( |\log \log p(m)| < \frac{\log \log p(m)}{\log \log \log p(m)} \). Let \( t = \log \log \log p(m) \).

Consider a bit string of length \( n = m \cdot (p(m))^2 \). This string satisfies the property \( R \) if the first \( (m - t)(p(m))^2 \) bits of the string are repetitions of a string \( \vec{x} \in \{0, 1\}^m \) satisfying \( H \), and the remaining \( t(p(m))^2 \) bits are the satisfying assignments to the \( y \) variables in the PCPs of proximity for testing \( H \) on \( \vec{x} \) with various distance parameters larger than \( 1/t \). More formally, label the first \( (m - t)(p(m))^2 \) bits by \( x_{i,j} \) where \( i \in [(m - t)(p(m))^2]/n \) and \( j \in [m] \). Label the remaining bits by \( y_{i,j} \) where \( i \in [(p(m))^2] \) and \( j \in [t] \). The string is said to have the property \( R \) if all of the following conditions hold:

- \( x_{1,1} \ldots x_{1,m} \) is a string that satisfies the property \( H \).
- For each \( 1 < i \leq (m - t)(p(m))^2/n \) and \( j \in [m] \), we have \( x_{i,j} = x_{i,j} \).
- For every \( j \in [t] \), the sequence \( y_{1,j}, \ldots, y_{(p(m))^2,j} \) is an assignment satisfying the PCP of proximity for \((1/j)\)-testing of \( x \) for the property \( H \).

As mentioned earlier, the property \( R \) described above is the property used by [30] to separate tolerant testing from standard testing. We use the fact (from [30]) that \( R \) is easy to test in the standard model, without a proof.
THEOREM 7.4 ([30]). Property \( R \) can be \( \varepsilon \)-tested in the standard property testing model using \( O(1/\varepsilon) \) queries.

We now prove the following theorem which, together with Theorem 7.4, implies Theorem 1.3.

THEOREM 7.5. There exists some \( c > 0 \) such that for all constant \( \alpha \in (0,1) \) every \( \alpha \)-erasure-resilient 1/4-tester for \( R \) makes \( \Omega(n^c) \) queries, where \( n \) is the size of the input.

Proof. The proof is by a simple reduction from 1/3-testing of \( H \) in the standard model, which, by Lemma 7.1, has a high query complexity.

Given a string \( x_1x_2\ldots x_m \in \{0,1\}^m \) for which we need to 1/3-test \( H \), we can construct a partially erased string \( I \) of length \( n = m(p(m))^2 \) as follows, where \( p(m) \) denotes the polynomial bound on the size of a circuit computing \( H \). Let \( t = \lceil \log \log p(m) \rceil \). Let \( x_1,x_1,2\ldots x_i,m \) be set to the string \( x_1x_2\ldots x_m \) for all \( i \in [(m-t)(p(m))^2/m] \), where \( x_i,1x_i,2\ldots x_i,m \) denotes the \( i \)-th block of \( m \) bits in \( I \) from the left. Let the remaining bits of \( I \) be set to the erased symbol \( \perp \). A query to this new string can be simulated by at most one query to the string \( x_1x_2\ldots x_m \) (which we have query access to).

If \( x_1x_2\ldots x_m \) satisfies \( H \), then the new string \( I \) satisfies \( R \) by the definition of erasure-resilient property testing model and the fact that \( \varepsilon \)-testing of \( H \) has PCPs of proximity for various \( \varepsilon > \frac{1}{3} \). If \( x_1x_2\ldots x_m \) is \( \frac{1}{3} \)-far from satisfying \( H \), then \( I \) is \( (1 - \frac{4}{3}) \cdot \frac{1}{3} \)-far from \( R \) since each \( m \)-length block among the first \( (m-t)(p(m))^2 \) of \( I \) is \( \frac{1}{3} \)-far from being in \( H \). Note that \( (1 - \frac{4}{3}) \geq \frac{1}{3} \) for large enough \( m \). The fraction of erasures in \( I \) is \( t/m \), which is \( O\left(\frac{\log \log m}{m}\right) \), smaller than every constant \( \alpha \). Therefore, an \( \alpha \)-erasure resilient 1/4-tester for \( R \) for constant \( \alpha \) yields a 1/4-tester for \( H \) with the same query complexity. Since every 1/4-tester for \( H \) requires \( \Omega(m) \) queries on inputs of length \( m \), every \( \alpha \)-erasure-resilient 1/4-tester for \( R \) requires \( \Omega(m^c) \) queries. As \( n = m \cdot (p(m))^2 \), this implies that every \( \alpha \)-erasure-resilient 1/4-tester for \( R \) requires \( \Omega(n^c) \) queries, where \( c \) is a constant that depends on the degree of the polynomial \( p(m) \).

7.2. Connections to Distance Approximation Algorithms. In this section, we show that the existence of a fully tolerant tester for a property implies the existence of an erasure-resilient tester for that property, and prove Theorem 1.4. We also state and prove a slightly different version of Theorem 1.4 for distance approximation algorithms, and apply that latter version to design erasure-resilient testers for sortedness, monotonicity, and convexity.

Proof of Theorem 1.4. Let \( e \) be an arbitrary element in the range \( R \). For an \( \alpha \)-erased function \( f \), let \( f^e \) denote the completion of \( f \) obtained by assigning the value \( e \) to all the erased points.

An \( \alpha \)-erasure-resilient \( \varepsilon \)-tester \( A' \) for \( \mathcal{P} \), when given oracle access to an \( \alpha \)-erased function \( f: \mathcal{D} \rightarrow \mathcal{R} \cup \{\perp\} \), simulates oracle access to the the function \( f^e \), runs algorithm \( A \) on \( f^e \) with proximity parameters \( \varepsilon_1 = \alpha, \quad \varepsilon_2 = \varepsilon(1 - \alpha) \) and accepts if and only if \( A \) accepts. The condition \( \varepsilon_1 < \varepsilon_2 \) is satisfied by the restriction on \( \alpha \).

If \( f \) satisfies \( \mathcal{P} \) there is a completion \( f' \) of \( f \) that satisfies \( \mathcal{P} \) and every other completion of \( f \) is \( \alpha \)-close to \( f' \). Therefore, \( f^e \) is \( \alpha \)-close to \( \mathcal{P} \). Since \( \varepsilon_1 = \alpha \) and \( A \) accepts with probability at least 2/3, every function that is \( \varepsilon_1 \)-close to \( \mathcal{P} \), the tester \( A' \) also accepts \( f \) with probability at least 2/3.

If \( f \) is \( \varepsilon \)-far from \( \mathcal{P} \), then every completion of \( f \) is \( \varepsilon(1 - \alpha) \)-far from \( \mathcal{P} \). This is, in particular, true for \( f^e \). As \( \varepsilon_2 = \varepsilon(1 - \alpha) \), and \( A \) rejects with probability at least
2/3, every function that is \( \varepsilon_2 \)-far from \( \mathcal{P} \), the tester \( A' \) rejects \( f \) with probability at least 2/3.

Tolerant testers are intimately connected to algorithms that approximate the distance of a function to a specified property, when given oracle access to the function. For a property \( \mathcal{P} \) and a function \( f \), we denote by \( \varepsilon_{\mathcal{P}}(f) \) the relative Hamming distance of \( f \) to \( \mathcal{P} \). Let \( \eta \geq 1 \) and \( \delta \in [0, 1) \). An algorithm \( A \) is a \( \eta \)-multiplicative \( \delta \)-additive distance approximation algorithm for \( \mathcal{P} \), if, given oracle access to a function \( f \), the algorithm outputs, with probability at least 2/3, a value \( \hat{\varepsilon} \) such that \( \frac{1}{\eta} \cdot \varepsilon_{\mathcal{P}}(f) - \delta \leq \hat{\varepsilon} \leq \varepsilon_{\mathcal{P}}(f) \). If \( A \) works for all \( \delta \in [0, 1) \), we call it an \( \eta \)-multiplicative distance approximation algorithm.

Parnas et al. \cite{44} prove that the existence of a distance approximation algorithm for a property imply the existence of an erasure-resilient tester for that property (that works for a restricted range of parameters). Due to the equivalence algorithm for a property implies the existence of an erasure-resilient tester for that property (that works for a restricted range of parameters). Tolerant testers for many of the properties discussed in Section 1.3 are usually expressed as distance approximation algorithms. We now prove that the existence of a distance approximation algorithm for a property implies the existence of an erasure-resilient tester for that property (that works for a restricted range of parameters). Due to the equivalence between distance approximation and tolerant testing, the following theorem can be seen as a different version of Theorem 1.4.

**Theorem 7.6.** Let \( A \) be an \( \eta \)-multiplicative \( \delta \)-additive distance approximation algorithm for a property \( \mathcal{P} \) of functions of the form \( f : \mathcal{D} \rightarrow \mathcal{R} \). Then there exists an \( \alpha \)-erasure-resilient \( \varepsilon \)-tester \( A' \) for \( \mathcal{P} \) that makes the same number of queries as \( A \) and works for all \( \varepsilon \in (0, 1), \alpha \in (0, 1) \) satisfying \( \alpha < \frac{\varepsilon - \delta}{\varepsilon + \eta} \).

**Proof.** Fix an element \( e \in \mathcal{R} \). As before, let \( f_E^* \) denote the completion of an \( \alpha \)-erased function \( f \) where the erased points are assigned the value \( e \).

Consider the following algorithm \( A' \). The algorithm \( A' \), when given oracle access to an \( \alpha \)-erased function \( f : \mathcal{D} \rightarrow \mathcal{R} \cup \{\perp\} \), simulates oracle access to \( f_E^* \) and runs the tester \( A \) on \( f_E^* \). Let \( \hat{\varepsilon} \) denote the estimate that \( A \) computes at the end of its execution. If \( \hat{\varepsilon} \leq \alpha \), the algorithm \( A' \) accepts. Otherwise, it rejects.

If an \( \alpha \)-erased function \( f \) satisfies \( \mathcal{P} \), then \( \varepsilon_{\mathcal{P}}(f_E^*) \leq \alpha \). Since \( \hat{\varepsilon} \leq \varepsilon_{\mathcal{P}}(f_E^*) \) with probability at least 2/3, the algorithm \( A' \) will accept \( f \) with probability at least 2/3.

If \( f \) is \( \varepsilon \)-far from \( \mathcal{P} \), then every completion of \( f \) is \( \varepsilon (1 - \alpha) \)-far from \( \mathcal{P} \), and hence \( \varepsilon_{\mathcal{P}}(f_E^*) \leq \varepsilon (1 - \alpha) \). Since \( \hat{\varepsilon} \geq \frac{\varepsilon_{\mathcal{P}}(f_E^*)}{\eta} \), \( \hat{\varepsilon} \geq \frac{\varepsilon (1 - \alpha)}{\eta} - \delta > \alpha \) with probability at least 2/3, the algorithm \( A' \) will reject \( f \) with probability at least 2/3. Note that the last inequality in the above expression follows from the restriction on \( \alpha \).

We now revisit the properties discussed in Section 1.3 for which distance approximation algorithms are known and apply Theorem 7.6 to those algorithms and obtain erasure-resilient testers. The parameters of these testers are much worse than what we obtained in previous sections, especially in terms of the restrictions on \( \alpha \).

**Corollary 7.7.** \cite{48}. Let \( \eta \in (1, 2) \). There exists an \( \alpha \)-erasure-resilient \( \varepsilon \)-tester for monotonicity of real-valued functions over \([n] \) that works for all \( \alpha \in (0, 1), \varepsilon \in (0, 1) \) such that \( \alpha < \frac{\varepsilon}{\varepsilon + \eta} \), with query complexity \( O((\frac{1}{\varepsilon})^{\frac{1}{\eta}}) \cdot \log^c n \) (where \( c \) is a large absolute constant).

**Corollary 7.8.** \cite{28}. Let \( \delta \in [0, 1] \). There exists an \( \alpha \)-erasure-resilient \( \varepsilon \)-tester for monotonicity of real-valued functions over \([n]^d \) that works for all \( \alpha \in [0, 1], \varepsilon \in (0, 1) \) such that \( \alpha < \frac{\varepsilon - \delta \cdot d^2 \log n}{\varepsilon + \delta \cdot d^2 \log n} \), with query complexity \( \tilde{O}\left( \frac{\log n}{\varepsilon^2} \right) \).
Corollary 7.9 ([27]). There exists an $\alpha$-erasure-resilient $\varepsilon$-tester for convexity of real-valued functions over $[n]$ that works for all $\alpha \in [0,1)$, $\varepsilon \in (0,1)$ such that $\alpha < \frac{\varepsilon}{272^5}$, with query complexity $\tilde{O}\left(\frac{\log n}{\varepsilon}\right)$.

8. Conclusions and Open Problems. In this paper, we initiate a study of property testing in the presence of adversarial erasures. We design efficient erasure-resilient testers for several important properties such as monotonicity, the Lipschitz properties and convexity over different domains. All our testers for properties of functions on the line domain work for an arbitrary fraction of erasures. All our testers have only a small additional overhead of $O(1/(1 - \alpha))$ in their query complexity in comparison to the query complexity of the currently best, and, in some cases, optimal, standard testers for the same properties. We also show that not all properties are easy to test in the erasure-resilient testing model by proving the existence of a property that is easy to test in the standard model but hard to test in the erasure-resilient model even for a small fraction of erasures. We now list some open problems.

- We show that tolerant testing is at least as hard as erasure-resilient testing. Determining if tolerant testing is strictly harder than erasure-resilient testing is an interesting direction.
- The fraction of erasures that our monotonicity tester for hypergrid domains ($[n]^d$) can tolerate decreases inversely with $d$. We also show that an inverse dependence on $\sqrt{d}$ is necessary for testers that work by sampling axis-parallel lines uniformly at random and then test for the property on them. It is an interesting combinatorial question to determine the exact tradeoff between the fraction of erasures and the fraction of axis parallel lines that are far from monotone.
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