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Abstract

We propose a Bayesian framework for recursively estimating the classifier weights in online learning of a classifier ensemble. In contrast with past methods, such as stochastic gradient descent or online boosting, our framework estimates the weights in terms of evolving posterior distributions. For a specified class of loss functions, we show that it is possible to formulate a suitably defined likelihood function and hence use the posterior distribution as an approximation to the global empirical loss minimizer. If the stream of training data is sampled from a stationary process, we can also show that our framework admits a superior rate of convergence to the expected loss minimizer.

1. Introduction

The literature on online ensemble classification has studied recursive mechanisms to combine several weak classifiers, when given labeled training data \( \{x_t, y_t\}_{t=1}^T \) that arrive sequentially. Different approaches have been proposed, including online extensions of boosting (Oza & Russell, 2001; Pelossof et al., 2009) and stochastic gradient descent based methods (Babenko et al., 2009b; Leistner et al., 2009; Grbovic & Vucetic, 2011). Recently, Chen et al. (2012) formulated a smoothed boosting algorithm based on the analysis of regret from offline benchmarks.

In this paper, we pose the online ensemble problem as a loss minimization problem with respect to the ensemble weights, and propose an online ensemble classification method that is not based on boosting or gradient descent. The main idea is to recursively estimate a posterior distribution of the ensemble weights in a Bayesian manner. We show that, for a given class of loss functions, we can define a likelihood function on the ensemble weights and, with an appropriately formulated prior distribution, we can generate a posterior mean that closely approximates the empirical loss minimizer.

Our proposed scheme is straightforward, but powerful in two respects. First, it can approximate the global optimal solution, in contrast with local methods such as stochastic gradient descent (SGD). Second, assuming the training data is sampled from a stationary process, our Bayesian scheme possesses a rate of convergence to the expected loss minimizer that is at least as fast as standard SGD. In fact, our rate is faster unless the SGD step size is chosen optimally, which cannot be done a priori in the online setting. We identify the class of loss functions where both of the above properties are precisely satisfied. In experiments with real-world datasets, our formulation often performs better than state-of-the-art online boosting algorithms.

2. Related Work

A number of past works focus on online learning with concept drift (Wang et al., 2003; Kolter & Maloof, 2005; 2007; Minku, 2011), which differs from stationary online settings. Given the technical difficulty, theoretical analysis for concept drift seems to be underdeveloped. Kolter & Maloof (2005) proved error bounds for their proposed method, which appears to be the first such theoretical analysis, yet such analysis is not easily generalized to other methods in this category. Other works, such as Schapire (2001) and Cesa-Bianchi & Lugosi (2003), obtained performance bounds from the perspective of iterative games.
Our work is more closely related to methods that operate in a stationary environment, most notably online boosting methods. One of the first methods was proposed by Oza & Russell (2001), who showed asymptotic convergence to batch boosting under certain conditions. However, the convergence result only holds for some simple "lossless" weak learners (Oza, 2001), such as Naive Bayes. Other variants of online boosting have been proposed, such as methods that employ feature selection (Grabner & Bischof, 2006; Liu & Yu, 2007), semi-supervised learning (Grabner et al., 2008), multiple instance learning (Babenko et al., 2009a) and multi-class learning (Saffari et al., 2010). However, most of these works consider the design and update of weak learners beyond that of (Oza, 2001) and, thus, do not bear the convergence guarantee therein. Other methods employ the gradient descent framework, such as Online GradientBoost (Leistner et al., 2009), Online Stochastic Boosting (Babenko et al., 2009b) and Incremental Boosting (Grbovic & Vucetic, 2011). Many of these methods possess convergence results, which provide a basis for comparison with our framework. In fact, we show that our method compares favorably to gradient descent in terms of asymptotic convergence rate. Lastly, Chen et al. (2012) proposed an online boosting method with a theoretical bound on the error rate, with the novel design of a smoother and more conservative update of the online weak classifiers.

Our idea is related to, yet differs from, simulated annealing (Laarhoven et al., 1987) and Bayesian model averaging (Hoeting et al., 1999). The former is a global optimization technique, typically conducted by defining a probability distribution that has the objective function that one wants to minimize as an exponent, and running Monte Carlo to estimate the peak of this distribution. Simulated annealing, nevertheless, is primarily motivated for deterministic global optimization, and should be contrasted with the stochastic and also the sequential nature of our framework. Next, conventional Bayesian model averaging aims to combine several plausible models as a closer description of the data. In contrast, our Bayesian framework does not focus on the actual model that generates the data, but is instead motivated as a loss minimization algorithm.

3. Bayesian Recursive Ensemble

We denote the input feature by x and its classification label by y (1 or −1). We assume that we are given m binary weak classifiers \( \{c_i(x)\}_{i=1}^m \), and our goal is to find the best ensemble weights \( \lambda = (\lambda_1, \ldots, \lambda_m) \) where \( \lambda_i \geq 0 \), to construct an ensemble classifier. For now, we do not impose a particular form of ensemble method (we defer this until Section 4), although one example form is \( \sum_i \lambda_i c_i(x) \). We focus on online learning, where training data \((x, y)\) comes in sequentially, one at a time at \( t = 1, 2, 3, \ldots \).

3.1. Loss Specification

We first introduce a loss function at the weak classifier level. Given a training pair \((x, y)\) and an arbitrary weak classifier \( h \), we denote \( g := g(h(x), y) \) as a non-negative loss function. Possible choices of \( g \) include the logistic loss function, hinge loss, zero-one loss, etc. If \( h \) is one of the given weak classifiers \( c_i \), we will denote \( g(c_i(x), y) = g_i(x, y) \), or simply \( g_i \) for ease of notation. Furthermore, we define \( g_i^t := g(c_i^t(x^t), y^t) \) where \((x^t, y^t)\) is the training sample and \( c_i^t \) the updated \( t \)-th weak classifier at time \( t \). To simplify notation, we use \( g := (g_1, \ldots, g_m) \) to denote the vector of losses for the weak classifiers, \( g^t := (g_1^t, \ldots, g_m^t) \) to denote the losses at time \( t \), and \( g^{1:T} := (g_1^1, \ldots, g_T^T) \) to denote the losses up to time \( T \).

With the above notation, we let \( \ell_i(\lambda; g^t) \) be some ensemble loss function at time \( t \), which depends on the ensemble weights and the individual loss of each weak classifier. We then define our cumulative ensemble loss as follows:

\[
L_T(\lambda; g^{1:T}) = \ell_0(\lambda) + \sum_{t=1}^{T} \ell_t(\lambda; g^t) \tag{1}
\]

where \( \ell_0(\lambda) \) can be regarded as an initial loss, which becomes negligible as \( T \) progresses.

We make two sets of assumptions on \( L_T \) that are adapted from Chen (1985): one on the regularity conditions on \( L_T \), the other on the form of \( \ell_t \) to ensure eligibility in applying our Bayesian approach. We now specify these assumptions.

**Assumption 1** (Regularity conditions). Assume that for each \( T \), there exists a \( \lambda_T^* \) that minimizes (1), and

1. “local optimality”: for each \( T \), \( \nabla L_T(\lambda_T^*; g^{1:T}) = 0 \) and \( \nabla^2 L_T(\lambda_T^*; g^{1:T}) \) is positive definite.
2. “steepness”: the minimum eigenvalue of \( \nabla^2 L_T(\lambda_T^*; g^{1:T}) \) diverges to \( \infty \) as \( T \to \infty \).
3. “smoothness”: For any \( \epsilon > 0 \), there exists a positive integer \( N \) and \( \delta > 0 \) such that for any \( T > N \) and \( \theta \in H_N^\delta(\lambda_T^*) = \{ \theta : \| \theta - \lambda_T^* \|_2 \leq \delta \} \), \( \nabla^2 L_T(\theta; g^{1:T}) \) exists and satisfies

\[
I - A(\epsilon) \leq \nabla^2 L_T(\theta; g^{1:T}) \left( \nabla^2 L_T(\lambda_T^*; g^{1:T}) \right)^{-1} \leq I + A(\epsilon)
\]

for some positive semidefinite symmetric matrix \( A \) whose largest eigenvalue tends to 0 as \( \epsilon \to 0 \), and the inequalities above are matrix inequalities.

4. “concentration”: for any \( \delta > 0 \), there exists a positive integer \( N \) and constants \( c, p > 0 \) such that for any \( T > N \) and \( \theta \notin H_N^\delta(\lambda_T^*) \), we have

\[
\begin{align*}
&L_T(\theta; g^{1:T}) - L_T(\lambda_T^*; g^{1:T}) < c ((\theta - \lambda_T^*)^\top \nabla^2 L_T(\lambda_T^*; g^{1:T})(\theta - \lambda_T^*))^p \\
&\text{for some positive semidefinite symmetric matrix } A
\end{align*}
\]
In the situation where $\ell_t$ is separable in terms of each component of $\lambda$, i.e. $\ell_t(\lambda; g) = \sum_{i=1}^{m} r_i(\lambda_i; g)$ and $\ell_0(\lambda) = \sum_{i=1}^{m} s_i(\lambda_i)$ for some twice differentiable functions $r_i(\cdot; g)$ and $s_i(\cdot)$, the assumptions above will depend only on $f_i(\lambda_i; g^{1:T}) := \sum_{t=1}^{T} r_i(\lambda_i; g_t^t) + s_i(\lambda)$ for each $i$. For example, Condition 3 in Assumption 1 reduces to merely checking uniform continuity of each $f_i^t(\cdot; g^{1:T})$.

Condition 1 in Assumption 1 can be interpreted as the standard first and second order conditions for the optimality of $\lambda_T^*$, whereas Condition 3 in essence requires continuity of the Hessian matrix. Conditions 2 and 4 are needed for the use of Laplace method (Cox & Hinkley, 1974), which, as we will show later, stipulates that the posterior distribution peaks near the optimal solution $\lambda_T^*$.

**Assumption 2** (Density interpretation). The loss functions $\ell_t$ satisfy
\[
e^{-\ell_t(\lambda; x)} \, dz = 1 \quad (2)
\]
for $t = 1, 2, \ldots$ and $\ell_0$ satisfies
\[
e^{-\ell_0(w)} \, dw = 1. \quad (3)
\]
In view of (1), $\ell_0$ does not contribute significantly to the cumulative loss as $T$ increases, and it can be specified by the user on the basis of convenience. The condition in (2) is more crucial, and requires that the exponent of the loss function $\ell_t(\lambda; \cdot)$ behaves exactly as a probability density.

### 3.2. A Bayesian Framework

Loss functions $\ell_t$ that satisfy Assumptions 1 and 2 can be used to define $p_t(g | \lambda) = e^{-\ell_t(\lambda; g)}$ as a likelihood function for $g$, parametrized by $\lambda$ and $p_0(\lambda) = e^{-\ell_0(\lambda)}$, as a prior for the parameter $\lambda$. Our update scheme for $\lambda$ then hinges on calculating the posterior mean for $\lambda$ at each step. A summary of this algorithm is given in Algorithm 1.

**Algorithm 1 Bayesian Ensemble**

```
Input: streaming samples $\{(x^t, y^t)\}_{t=1}^{T}$
online weak learners $\{c^t_i(\cdot)\}_{t=1}^{T}$
chosen likelihood $p(g | \lambda)$ and prior $p(\lambda)$
Initialize: hyper-parameters for $p(g | \lambda)$ and $p(\lambda)$
for $t = 1$ to $T$ do
    for each $i$, compute $g^t_i = g(c^t_i(x^t), y^t)$
    update the posterior distribution of $\lambda$
    $p(\lambda | g^{1:t}) \propto p(g^t_i | \lambda) p(\lambda | g^{1:t-1}) \propto \prod_{s=1}^{t} p(g^s_i | \lambda) p(\lambda)$
    update the weak learners using $(x^t, y^t)$
end for
```

Algorithm 1 offers the following desirable property.

**Theorem 1.** Under Assumptions 1 and 2, the Bayesian scheme in Algorithm 1 produces a posterior distribution $p_{\mathbb{T}}(\lambda | g^{1:T})$ satisfying the asymptotic normality property
\[
(\nabla^2 L_T(\lambda_T^*; g^{1:T}))^{1/2} (\lambda_T - \lambda_T^*) \xrightarrow{d} N(0, 1) \quad (4)
\]
where $\lambda_T$ is interpreted as a random variable with distribution $p_{\mathbb{T}}(\lambda | g^{1:T})$, and $\lambda_T^*$ denotes convergence in distribution. Furthermore, under the uniform integrability condition $\sup_{\lambda} E_{\lambda_T^*} \| \lambda_T - \lambda_T^* \|_1^{1+\epsilon} < \infty$ for some $\epsilon > 0$, we have
\[
|E_{\lambda_T^*} |g^{1:T} [\lambda_T] - \lambda_T^*| = o \left( \frac{1}{\sigma_T^{1/2}} \right) \quad (5)
\]
where $E_{\lambda_T^*} [\cdot]$ denotes the posterior expectation and $\sigma_T$ is the minimum eigenvalue of the matrix $\nabla^2 L_T(\lambda_T^*; g^{1:T})$.

The idea behind (4) comes from a classical technique in Bayesian asymptotics known as the Laplace method (Cox & Hinkley, 1974). Theorem 1 states that given the loss structure satisfying Assumptions 1 and 2, the posterior distribution of $\lambda$ under our Bayesian update scheme provides an approximation to the minimizer $\lambda_T^*$ of the cumulative loss at time $T$, as $T$ increases, by tending to a normal distribution peaked at $\lambda_T^*$ with shrinking variance. The bound (5) states that this posterior distribution can be summarized using the posterior mean to give a point estimate of $\lambda_T^*$. Moreover, note that $\lambda_T^*$ is the global, not merely local, minimizer of the cumulative loss. This approximation of global optimum highlights a key advantage of the Bayesian scheme over other methods such as stochastic gradient descent (SGD), which only find a local optimum.

The next theorem states another benefit of our Bayesian scheme over standard SGD. Supposing that SGD does indeed converge to the global optimum. Even so, it turns out that the Bayesian scheme converges faster than standard SGD under the assumption of i.i.d. training samples.

**Theorem 2.** Suppose Assumptions 1 and 2 hold. Assume also that $\ell_t(\lambda; g) = \ell(\lambda; g)$ are identical across $t$ and $g^t$ are i.i.d., with $E[\ell(\lambda; g)] < \infty$ and $E[\ell^2(\lambda; g)] < \infty$. The Bayesian posterior mean produced by Alg. 1 converges to $\arg\min_{\lambda} \mathbb{E}[\ell(\lambda; g)]$ strictly faster than standard SGD (supposing it converges to the global minimum), given by
\[
\lambda_{T+1} \leftarrow \lambda_T - \epsilon_T K \nabla \ell(\lambda_T; g_T) \quad (6)
\]
in terms of the asymptotic variance, except when the step size $\epsilon_T$ and the matrix $K$ is chosen optimally.

In Theorem 2, by asymptotic variance we mean the following: it turns out that both the posterior mean and the update from SGD possess versions of the central limit theorem, in the form $\sqrt{T}(\lambda_T - \lambda^*) \xrightarrow{d} N(0, \Sigma)$ where $\lambda^* = \ldots$. 

argmin, \(E[\ell(\lambda; g)]\). Our comparison is on the asymptotic variances \(\Sigma\): the smaller \(\Sigma\) is, the smaller the multiplicative constant in the rate of convergence \(1/\sqrt{T}\).

The result follows from first comparing central limit theorems for the minimizer of cumulative loss \(\lambda^*_T\) and the standard SGD update in (6), and secondly, from the relation (5), which states that the difference between the posterior mean and \(\lambda^*_T\) decreases at a rate faster than the central limit theorem, and hence is asymptotically negligible.

4. Loss Functions, Likelihoods and Priors

We first discuss in depth a simple and natural choice of loss function and its corresponding likelihood function and prior, which are also used in our experiments in Section 5. Then we briefly give examples of other loss functions that also fit into our framework.

4.1. Exponential Likelihood and Gamma Prior

For any \(t\), consider

\[\ell_i(\lambda; g) = \theta \sum_{i=1}^{m} \lambda_i g_i - \sum_{i=1}^{m} \log \lambda_i \tag{7}\]

The motivation for (7) is straightforward: it is the sum of individual loss each weighted by \(\lambda_i\). The extra term \(\log \lambda_i\) prevents \(\lambda_i\) from approaching zero, the trivial minimizer for the first term. The parameter \(\theta\) specifies the trade-off between the importance of the first and the second term. This loss function satisfies Assumptions 1 and 2. In particular, the Hessian of \(L_T\) turns out to not depend on \(g^{1:T}\), therefore all conditions of Assumption 1 can be verified easily. For Assumption 2, the exponent of the negation of the loss function in (7), plus a constant term \(m \log \theta\), which does not affect the loss minimization, integrates to 1.

Using the discussion in Section 3.2, we choose the exponential likelihood

\[p(g|\lambda) = \prod_{i=1}^{m} (\theta \lambda_i) e^{-\theta \lambda_i} g_i \tag{8}\]

To facilitate computation, we employ the Gamma prior:

\[p(\lambda) \propto \prod_{i=1}^{m} \lambda_i^{\alpha - 1} e^{-\beta \lambda_i} \tag{9}\]

where \(\alpha\) and \(\beta\) are the hyper shape and rate parameters. Correspondingly, we pick \(\ell_0(\lambda) = \beta \sum_{i=1}^{m} \lambda_i - (\alpha - 1) \sum_{i=1}^{m} \log \lambda_i\). To be concrete, the cumulative loss in (1) (disregarding the constant terms) is

\[\beta \sum_{i=1}^{m} \lambda_i - (\alpha - 1) \sum_{i=1}^{m} \log \lambda_i + \sum_{t=1}^{T} \left( \theta \sum_{i=1}^{m} \lambda_i g_i^t - \sum_{i=1}^{m} \log \lambda_i \right)\]

Now, under conjugacy of (8) and (9), the posterior distribution of \(\lambda\) after \(t\) steps is given by the Gamma distribution

\[p(\lambda|g^{1:t}) \propto \prod_{i=1}^{m} (\lambda_i)^{\alpha+t-1} e^{-(\beta+\theta \sum_{s=1}^{t} g_i^s) \lambda_i}\]

Therefore the posterior mean for each \(\lambda_i\) is

\[\frac{\alpha+t}{\beta + \theta \sum_{s=1}^{t} g_i^s} \tag{10}\]

We use the following prediction rule at each step:

\[y = \begin{cases} 
1 \quad \text{if } \sum_{i=1}^{m} \lambda_i g_i(x, 1) \leq \sum_{i=1}^{m} \lambda_i g_i(x, -1) \\
-1 \quad \text{otherwise}
\end{cases} \tag{11}\]

where each \(\lambda_i\) is the posterior mean given by (10). For this setup, Algorithm 1 can be cast as Algorithm 2 below, which is to be implemented in the numerical section.

**Algorithm 2 Closed-form Bayesian Ensemble**

**Input:** streaming samples \(\{(x^t, y^t)\}_{t=1}^{T}\) online weak learners \(\{c_i^t\}_{i=1}^{m}

**Initialize:** parameters \(\theta\) for likelihood (8) and parameters \(\alpha, \beta\) for prior (9)

**for** \(t = 1\) to \(T\) **do**

\(\forall i\), compute \(g_i^t = g(c_i^t(x^t), y^t)\), where \(g\) is logistic loss function

update the posterior mean of \(\lambda\) by (10)

update the weak learners according to the particular choice of online weak learner

make prediction by (11) for next incoming sample

**end for**

The following bound provides further understanding of the loss function (7) and the prediction rule (11), by relating their use with a guarantee on the prediction error:

**Theorem 3.** Suppose that \(g_i^t\) are i.i.d., so that \(\lambda^*_T\) converges to \(\lambda^* := \arg\min_\lambda E[\ell(\lambda; g)]\) for \(\ell\) defined in (7).

The prediction error using rule (11) with \(\lambda^*\) is bounded by

\[P_{(x,y)}(error) \leq m \frac{1}{p} \left( E_{(x,y)} \left[ \left( \sum_{i=1}^{m} g_i(x, y) \right)^{\frac{1}{p}} \right] \right)^{\frac{1}{p}} \tag{12}\]

for any \(p > 1\).

The proof, given in the Appendix, provides a bound for the long-run prediction error under stationary environment. To make sense of this result, note that the quantity \(E_{(x,y)} g_i(x, y)\) can be interpreted as a performance indicator of each weak classifier, i.e. the larger it is, the better the weaker classifier is, since a good classifier should
have a small loss $E[g_i(x, y)]$ and correspondingly a large $g_i(x, -y)$. As long as there exists some good weak classifiers among the $m$ choices, $\sum_{i=1}^{m} g_i(x, y)$ will be large, which leads to a small error bound in (12).

Finally, in correspondence to Theorem 2, the SGD for (7) is written as

$$\lambda_i^{t+1} = \lambda_i^t - \frac{\gamma}{t} \left( \theta g_i^t - \frac{1}{\lambda_i^t} \right)$$

(13)

where $\gamma$ is a parameter that controls the step size. The following result is a consequence of Theorem 2 (a proof for this particular case appears in the Appendix).

**Theorem 4.** Suppose that $g_i$ are i.i.d., and $0 < E_{(x, y)}[g_i(x, y)] < \infty$ and $\text{Var}_{(x, y)}(g_i(x, y)) < \infty$. For each $\lambda_i$, the posterior mean given by (10) always has a rate of convergence at least as fast as the SGD update (13) in terms of asymptotic variance. In fact, it is strictly better in all situations except when the step size parameter $\gamma$ in (13) is set optimally a priori.

In Section 5 we will see that this simple choice of loss function and Bayesian update scheme lead to superior empirical performance compared with other methods.

4.2. Other Examples

Note that while our simple choice of (7) can be directly minimized, this is not true in general. We now give a few other examples of acceptable ensemble loss functions.

1. The loss function

$$\ell_i(\lambda; g) = \sum_{i=1}^{m} (1 - \lambda_i) \log g_i + \theta \sum_{i=1}^{m} g_i$$

$$+ \sum_{i=1}^{m} \log \Gamma(\lambda_i) - (\log \theta) \sum_{i=1}^{m} \lambda_i$$

where $\theta > 0$ is a parameter, corresponds to the product of Gamma likelihood given by

$$p(g | \lambda) = \prod_{i=1}^{m} \frac{\theta^{\lambda_i} g_i^{\lambda_i-1} e^{-\theta g_i}}{\Gamma(\lambda_i)^{\lambda_i}}$$

A conjugate prior for $\lambda$ is available, in the form

$$p(\lambda) \sim \prod_{i=1}^{m} a^{\lambda_i-1} b^{\lambda_i} c^{\lambda_i}$$

where $a, b, c > 0$ are hyper parameters.

2. We can generalize the ensemble weights to include two parameters $\lambda_i = (\alpha_i, \beta_i)$. In this case, we may define the loss function as

$$\ell_i(\alpha, \beta; g) = \sum_{i=1}^{m} \beta_i g_i + \sum_{i=1}^{m} (1 - \alpha_i) \log g_i$$

$$+ \sum_{i=1}^{m} \log \Gamma(\alpha_i) - \sum_{i=1}^{m} \alpha_i \log \beta_i$$

with the following Gamma likelihood

$$p(\alpha, \beta) = \prod_{i=1}^{m} \frac{\beta_i^{\alpha_i} g_i^{\alpha_i-1} e^{-\beta_i g_i}}{\Gamma(\alpha_i)^{\alpha_i}}$$

A conjugate prior is available for $\alpha$ and $\beta$ jointly

$$p(\alpha, \beta) \sim \prod_{i=1}^{m} \frac{p^{\alpha_i-1} e^{-\beta_i p}}{\Gamma(\alpha_i)^{\alpha_i-\alpha_i s}}$$

where $p, q, r, s$ are hyper parameters.

5. Experiments

We report two sets of experiments on binary classification benchmark datasets\(^1\). In the first set of experiments, we evaluate our scheme’s performance vs. three baseline methods, given static pre-trained weak learners. In the second set of experiments, we compare with leading online boosting methods, following the setup of (Chen et al., 2012).

Following (Chen et al., 2012), we report experiments using two different weak learners: Perceptron and Naive Bayes. In every trial, each ensemble method is given 100 weak learners and the average error rate is reported over 5 random trials of different orders of each dataset.

In all experiments, we have set the hyperparameters of our method $\alpha = \beta = 1$ and $\theta = 0.1$. From the expression of posterior mean (10), the prediction rule (11) is unrelated to the values of $\alpha$, $\beta$ and $\theta$ in long term. In experiments, we also find that our method achieves stable results with respect to settings of these parameters. However, the stochastic gradient descent baseline (SGD) (13) is sensitive to $\theta$; therefore, use the same value $\theta = 0.1$ in our method.

5.1. Comparison with Baseline Methods

We compare our online ensemble method with three baseline methods, using two different weak learners: Perceptron and Naive Bayes. The first baseline is a single Perceptron/Naive Bayes classifier. The second baseline (VOTING) is the uniform ensemble of weak learners. The third baseline (SGD) is the ensemble method with ensemble weights estimated by stochastic gradient descent (13). Ours is our proposed Bayesian ensemble method. The same static weak learners are shared by all ensemble methods. Each data set is split into training and testing sets for each random trial, where a training set contains no more than 10% of the total amount of data. In order to make weak learners divergent, a weak learner uses a randomly

\(^1\)http://www.csie.ntu.edu.tw/\~cjlin/libsvmtools/datasets/
sampled subset of data features as input for both training and testing. The first baseline always uses all the features.

Classifier error rates for this experiment are shown in Table 1. Our proposed method consistently performs the best for all datasets. Its superior performance against the voting baseline is consistent with the asymptotic convergence result given by Theorem 1. Its superior performance against the SGD baseline is consistent with the convergence rate analysis given by Theorem 4. To better see this convergence rate difference, we produced plots of the error rate between our method and the SGD baseline, as online learning progresses (see supplemental material).

5.2. Comparison with Online Boosting Methods

We further compare our method with three representative online boosting methods: OZABOOST (Oza & Russell, 2001), OGBOOST is the online GradientBoost method proposed by (Leistner et al., 2009), and OSBOOST is the online Smooth-Boost proposed by Chen et al. (2012). Our method is trained and compared following their setup. However, we discard the “Ijcnn1” and “Web Page” datasets from the tables of (Chen et al., 2012), because they are highly biased with portions of positive samples around 0.09 and 0.03 respectively, and even a naive “always negative” classifier achieves a comparable performance.

The error rates for this experiment are shown in Tables 2 and 3. Our method consistently outperforms competing methods for the Perceptron weak learner and performs among the best for the Naive Bayes weak learner. It is worth noting that our method is the only one that outperforms the baseline in all data sets, which further confirms the effectiveness of the proposed ensemble scheme.

We also note that despite our best efforts to align both the weak learner construction and experiment setup with competing methods (Chen et al., 2012; Chen, 2013), there are inevitably differences in weak learner construction. Firstly, given that our method only focuses on optimizing the ensemble weights, each incoming sample is treated equally in the update of all weak learners, while all three online boosting methods adopt more sophisticated weighted update of weak learners, where the sample weight is dynamically adjusted during each round of update. Secondly, in order to make weak learners different from each other, our weak learners use only a subset of input features, while weak learners of competing methods use all features and update them differently. As a result, the weak learners used by our method are actually weaker than in competing methods. Nevertheless, our method often compares favorably.

6. Future Work

This work can be viewed as an initial attempt to explore the proposed Bayesian framework in the context of online learning of classifier ensembles. Potential follow-up works include the analysis of sequential Monte Carlo (Doucet & Johansen, 2009) for non-closed-form Bayesian update, the extension of our analysis to non-stationary environments, the application of our framework to more general ensemble rules, and comparison studies between our method and some more sophisticated SGD-based schemes, such as Polyak-Ruppert averaging.

Acknowledgment: This work was supported in part by US NSF Grants 0910908 and 0965579.

A. Appendix

A.1. Proof of Theorem 1

Proof. The convergence in (4) follows from Theorem 2.1 in (Chen, 1985). The first condition in Assumption 1 is equivalent to conditions (P1) and (P2) therein, while the second and third conditions correspond to (C1) and (C2). The last condition is equivalent to (C3.1), which then implies (C3) there to invoke its Theorem 2.1 to conclude (4).
To show the bound (5) we take expectation on (4) to get
\[
(\nabla^2 L_T(\lambda^*_{t}; g^{1:T}))^{\frac{1}{2}} (E_{X_T|g^{1:T}}[\lambda_T] - \lambda^*_{t}) \to 0
\]
which is valid because of the uniform integrability condition \( \sup_T E_{X_T|g^{1:T}}|\lambda_T - \lambda^*_{t}|^{1+\epsilon} < \infty \) (Durrett, 2010).

Therefore, \( E_{X_T|g^{1:T}}[\lambda_T] - \lambda^*_{t} = (\nabla^2 L(\lambda^*_{t}; g^{1:T}))^{\frac{1}{2}} w_T \)
where \( w_T = o(1) \) by (14). But then
\[
\left\| (\nabla^2 L_T(\lambda^*_{t}; g^{1:T}))^{\frac{1}{2}} w_T \right\|_1 \\
\leq \left\| (\nabla^2 L_T(\lambda^*_{t}; g^{1:T}))^{-\frac{1}{2}} \right\|_1 \left\| w_T \right\|_1 \\
\leq \frac{C}{\sigma_T^{1/2}} \left\| w_T \right\|_1 = o\left( \frac{1}{\sigma_T^{1/2}} \right)
\]
where \( \| \cdot \|_1 \) when applied to matrix is the induced \( L_1 \)-norm. This shows (5).

A.2. Proof of Theorem 2

Proof. The proof follows by combining (5) with established central limit theorems for sample average approximation (Pasupathy & Kim, 2011) and stochastic gradient descent (SGD) algorithms. First, let \( z(\lambda) := -E[\ell(\lambda; g)] \), and \( \lambda^* := \arg\min_{\lambda} z(\lambda) \). The quantity \( \lambda^*_{t} \) can be viewed as the minimizer of \( \frac{1}{T} \sum_{t=1}^T \ell(\lambda; g^t) \) (the initial loss function can be argued to be negligible after dividing by \( T \)). Then Theorem 5.9 in (Pasupathy & Kim, 2011) stipulates that
\[
\sqrt{T}(\lambda^*_T - \lambda^*) \xrightarrow{d} N(0, \Sigma),
\]
where
\[
\Sigma = (\nabla^2 z(\lambda))^{-1} \text{Var}(\nabla \ell(\lambda; g))(\nabla^2 z(\lambda))^{-1}
\]
and \( \text{Var}(\cdot) \) denotes the covariance matrix.

Now since \( \nabla^2 L_T(\lambda^*_{t}; g^{1:T}) = \sum_{t=1}^T (\nabla^2 \ell(\lambda^*_{t}; g^t)) \) and
\[
\frac{1}{T} \sum_{t=1}^T (\nabla^2 \ell(\lambda^*_{t}; g^t)) \to E[\nabla^2 \ell(\lambda^*; g)]
\]
by law of large numbers (Durrett, 2010), we have \( \nabla^2 L_T(\lambda^*_{t}; g^{1:T}) = \Theta(T) \). Then the bound in (5) implies that \( |E_{X_T|g^{1:T}}[\lambda_T] - \lambda^*_T| = o\left( \frac{1}{\sqrt{T}} \right) \). In other words, the difference between posterior mean and \( \lambda^*_T \) is of smaller scale than \( 1/\sqrt{T} \).

By Slutsky Theorem (Serfling, 2009), this implies that
\[
\sqrt{T}(E_{X_T|g^{1:T}}[\lambda_T] - \lambda^*) \xrightarrow{d} N(0, \Sigma) \text{ also.}
\]

On the other hand, for SGD (6), it is known (e.g. (Asmussen & Glynn, 2007)) that the optimal step size parameter value is \( \epsilon_T = 1/T \) and \( K = \nabla^2 z(\lambda) \), in which case the central limit theorem for the update \( \lambda_T \) will be given by \( \sqrt{T}(\lambda_T - \lambda^*) \xrightarrow{d} N(0, \Sigma) \) where \( \Sigma \) is exactly (15). For other choices of step size, either the convergence rate is slower than order \( 1/\sqrt{T} \) or the asymptotic variance, denoted by \( \Sigma \), is such that \( \Sigma \) is positive definite. Therefore, by comparing the asymptotic variance, the posterior mean always has a faster convergence unless the step size in SGD is chosen optimally.
A.3. Proof of Theorem 3

Proof. Suppose $\lambda$ is used in the strong classifier (11). Denote $I(\cdot)$ as the indicator function. Consider

$$E(x,y) \left[ \sum_{i=1}^m \lambda_i g_i(x, y) \right] = \int \left[ \sum_{i=1}^m \lambda_i g_i(x, 1) \right] \cdot \sum_{i=1}^m \lambda_i \cdot P(y = 1|x) \cdot P(y = -1|x) \cdot dP(x)$$

$$P(y = 1|x) + \sum_{i=1}^m \lambda_i g_i(x, -1) \cdot \sum_{i=1}^m \lambda_i g_i(x, 1) \cdot \sum_{i=1}^m \lambda_i \cdot \sum_{i=1}^m \lambda_i \cdot P(y = 1|x) \cdot P(y = -1|x) \cdot dP(x)$$

$$\geq \int \left[ \sum_{i=1}^m \lambda_i g_i(x, 1) > \sum_{i=1}^m \lambda_i g_i(x, -1) \right] \cdot \sum_{i=1}^m \lambda_i \cdot g_i(x, -1) \cdot \sum_{i=1}^m \lambda_i g_i(x, 1) \cdot \sum_{i=1}^m \lambda_i \cdot P(y = 1|x) \cdot P(y = -1|x) \cdot dP(x)$$

$$\geq \int \left[ \sum_{i=1}^m \lambda_i g_i(x, 1) > \sum_{i=1}^m \lambda_i g_i(x, -1) \right] \cdot \sum_{i=1}^m \lambda_i \cdot g_i(x, -1) \cdot \sum_{i=1}^m \lambda_i g_i(x, 1) \cdot \sum_{i=1}^m \lambda_i \cdot P(y = 1|x) \cdot P(y = -1|x) \cdot dP(x)$$

$$= E(x,y) \left[ I(error) \sum_{i=1}^m \lambda_i g_i(x, -y) \right]^{-\frac{1}{p-1}}$$

the last inequality holds by reverse Holder inequality (Hardy et al., 1952). So

$$P(error) \leq \left( E(x,y) \left[ \sum_{i=1}^m \lambda_i g_i(x, y) \right] \right)^{\frac{1}{p^2}} \cdot \left( E(x,y) \left[ \sum_{i=1}^m \lambda_i g_i(x, -y) \right] \right)^{-\frac{1}{p-1}}$$

and the result (12) follows by plugging in $\lambda_i = \frac{1}{\theta E(x,y)[g_i(x, y)]}$ for each $i$, the minimizer of $E[\ell(\lambda; g)]$, which can be solved directly when $\ell$ is in the form (7).

A.4. Proof of Theorem 4

Proof. Since for each $i$, $g_i^t$ are i.i.d., the sample mean $(1/T) \sum_{t=1}^T g_i^t$ follows a central limit theorem. It can be argued using the delta method (Serfling, 2009) that the posterior mean (10) satisfies

$$\sqrt{T} \left( \frac{\alpha + T}{\beta + \theta \sum_{i=1}^T g_i^t} - \frac{1}{\theta E[g_i(x, y)]} \right)$$

$$\rightarrow N \left( 0, \frac{\text{Var}(g_i(x,y))}{\theta^2 (E[g_i(x,y)])^4} \right)$$

For the stochastic gradient descent scheme (13), it would be useful to cast the objective function as $z_i(\lambda_i) = E[\ell_i \lambda_i, \log \lambda_i]$. Let $\lambda_i^* = \text{argmin}_i \ell_i(\lambda)$ which can be directly solved as $\frac{1}{\theta E[g_i]}$. Then $\gamma_\lambda(\lambda_i^*) = \frac{1}{\lambda_i^*}$. If the step size $\gamma > \frac{1}{\lambda_i^*}$, the update scheme (13) will generate $\lambda_i^*$ that satisfies the following central limit theorem (Amsussen & Glynn, 2007; Kushner & Yin, 2003)

$$\sqrt{T} \left( \lambda_i^* - \lambda_i^* \right) \overset{d}{\rightarrow} N(0, \sigma_i^2)$$

where

$$\sigma_i^2 = \int_0^{\infty} e^{(1-2\gamma \gamma_\lambda(\lambda_i^*)) \gamma^2 \text{Var}(\theta g_i(x,y) - \frac{1}{\lambda_i^*})} \, ds$$

and $\gamma(\theta g_i(x,y) - \frac{1}{\lambda_i^*})$ is the unbiased estimate of the gradient at the point $\lambda_i^*$. On the other hand, $\lambda_i^* - \lambda_i^* = \omega_p(\gamma)$ if $\gamma \leq \frac{1}{\lambda_i^*}$, i.e. the convergence is slower than (17) asymptotically and so we can disregard this case (Amsussen & Glynn, 2007). Now substitute $\lambda_i = \frac{1}{\theta E[g_i]}$ into (18) to obtain

$$\sigma_i^2 = \frac{\theta^2 \gamma^2 \text{Var}(\theta g_i(x,y) - \frac{1}{\lambda_i^*})}{2\gamma^2 \lambda_i^* - 1} = \frac{\theta^2 \gamma^2 \text{Var}(\theta g_i(x,y))}{2\gamma^2 (E[g_i(x,y)])^2 - 1}$$

and let $\gamma = \frac{\sigma_i}{\theta^2}$, we get

$$\sigma_i^2 = \frac{\sigma_i^2 \text{Var}(\theta g_i(x,y))}{2\gamma^2 (E[g_i(x,y)])^2 - 1}$$

if $\gamma > \frac{\sigma_i^2}{2\gamma^2 (E[g_i(x,y)])^2} = \frac{1}{2\gamma^2 (E[g_i(x,y)])^2}$. We are now ready to compare the asymptotic variance in (16) and (19), and show that for all $\gamma$, the one in (16) is smaller. Note that this is equivalent to showing that

$$\frac{\text{Var}(\theta g_i(x,y))}{2\gamma^2 (E[g_i(x,y)])^2 - 1} \leq \frac{\gamma^2 \text{Var}(\theta g_i(x,y))}{2\gamma^2 (E[g_i(x,y)])^2 - 1}$$

Eliminating the common factors, we have

$$\frac{1}{(E[g_i(x,y)])^2} \leq \frac{\gamma^2}{2\gamma^2 (E[g_i(x,y)])^2 - 1}$$

and by re-arranging the terms, we have

$$\left( E[g_i(x,y)] \right)^2 \left( \gamma - \frac{1}{(E[g_i(x,y)])^2} \right)^2 \geq 0$$

which is always true. Equality holds iff $\gamma = \frac{1}{(E[g_i(x,y)])^2}$. which corresponds to $\gamma = \frac{1}{\theta^2 (E[g_i(x,y)])^2}$. Therefore, the asymptotic variance in (16) is always smaller than (19), unless the step size $\gamma$ is chosen optimally.
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