
Maintaining Secrecy when Information Leakage is

Unavoidable

by

Adam Davison Smith

B.Sc. Mathematics and Computer Science, McGill University, 1999,
S.M. Electrical Engineering and Computer Science,

Massachusetts Institute of Technology, 2001

Submitted to the Department of Electrical Engineering and Computer
Science

in partial fulfillment of the requirements for the degree of

Doctor of Philosophy in Computer Science

at the

MASSACHUSETTS INSTITUTE OF TECHNOLOGY

August 2004

c© Massachusetts Institute of Technology 2004. All rights reserved.

Author . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Department of Electrical Engineering and Computer Science

December 23, 2004

Certified by. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Madhu Sudan

Professor of Electrical Engineering and Computer Science
Thesis Supervisor

Accepted by . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Arthur C. Smith

Chairman, Department Committee on Graduate Students



2



Maintaining Secrecy when Information Leakage is

Unavoidable

by

Adam Davison Smith

Submitted to the Department of Electrical Engineering and Computer Science
on December 23, 2004, in partial fulfillment of the

requirements for the degree of
Doctor of Philosophy in Computer Science

Abstract

Sharing and maintaining long, random keys is one of the central problems in cryp-
tography. This thesis provides about ensuring the security of a cryptographic key
when partial information about it has been, or must be, leaked to an adversary. We
consider two basic approaches:

1. Extracting a new, shorter, secret key from one that has been partially compro-
mised. Specifically, we study the use of noisy data, such as biometrics and personal
information, as cryptographic keys. Such data can vary drastically from one mea-
surement to the next. We would like to store enough information to handle these
variations, without having to rely on any secure storage—in particular, without
storing the key itself in the clear.

We solve the problem by casting it in terms of key extraction. We give a precise
definition of what “security” should mean in this setting, and design practical,
general solutions with rigorous analyses. Prior to this work, no solutions were
known with satisfactory provable security guarantees.

2. Ensuring that whatever is revealed is not actually useful. This is most relevant when
the key itself is sensitive—for example when it is based on a person’s iris scan or
Social Security Number. This second approach requires the user to have some
control over exactly what information is revealed, but this is often the case: for
example, if the user must reveal enough information to allow another user to correct
errors in a corrupted key. How can the user ensure that whatever information the
adversary learns is not useful to her?

We answer by developing a theoretical framework for separating leaked information
from useful information. Our definition strengthens the notion of entropic security,
considered before in a few different contexts. We apply the framework to get new
results, creating (a) encryption schemes with very short keys, and (b) hash functions
that leak no information about their input, yet—paradoxically—allow testing if a
candidate vector is close to the input.

One of the technical contributions of this research is to provide new, cryptographic
uses of mathematical tools from complexity theory known as randomness extractors.
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Chapter 1

Introduction

Generating shared secret keys and passwords is one of the central tasks in cryptog-
raphy. A key is typically a long, random string of bits known only to a few people,
and it can be used for various cryptographic tasks; the most common examples are
encrypting a message so that it cannot be read by others, authenticating a message to
ensure that it comes from the correct sender, and identifying a user as the possessor
of a copy of the key. A password is similar, but is used only for access control. For
now, we will use “key” and “password” interchangeably.

Sharing—and maintaining—a long, random secret key is difficult: whoever gen-
erates the key must communicate it to the other parties, and the parties must have
some way of storing the key (or some derived information) reliably and securely. If
the “key” in question is a person’s password, this means memorizing a long string
and later remembering it exactly—something that most people are not easily capable
of. The main issues addressed in this thesis are handling keys that cannot be stored
reliably, and making use of a very short key when a longer one would normally be
required.

More generally, this thesis provides new results about modeling and ensuring
provable security when partial information about a key has been, or must be, leaked
to an adversary. For example, when a user’s storage is not reliable, one must reveal
some information to allow correction of the errors which appear in the key; when the
storage is not fully secure, then whatever information is stored may be learned by an
adversary.

The main goal is to understand—and limit—exactly what information has been
leaked. We consider two basic approaches:

1. Extracting a new, shorter, secret key from one that has been partially compro-
mised. This is relevant when some information is leaked about a key, but the
users still need it for encryption, authentication or identification.

2. Ensuring that whatever is revealed is not actually useful. This is most relevant
when the key itself is sensitive—for example when it is based on a person’s
fingerprint, iris scan or Social Security Number. This second approach requires
the user to have some control over exactly what information is revealed, but

9



this is often the case: for example, if the user must reveal enough information
to allow another user to correct errors in a corrupted key.

Specifically, this thesis proposes new models and new techniques for several prob-
lems with a (perhaps surprisingly) similar flavor. The main results of this thesis can
be divided into two areas, following the two approaches above:

• The first rigorous framework for using noisy data, such as biometrics and per-
sonal information, as cryptographic keys. Biometrics are characteristics that
are inherent to a person’s body. Fingerprints, face images, voice recordings, and
iris scans are all common examples. Using such data as keys has been proposed
to save users from the task of remembering long keys.

The main challenge is that biometrics vary drastically from one measurement
to the next. A fingerprint, for example, varies due to the position of the finger,
humidity, swelling, etc. One must store enough information to correct these
variations, without storing the key itself in the clear. Prior to this work, no
solutions were known with satisfactory provable security guarantees.

We solve the problem by casting it in terms of key extraction problem, as in
approach (1) above. We propose a rigorous definition of exactly what “security”
should mean in this setting. This allows us to analyze existing constructions and
compare their performance. We also provide new, provably secure constructions
which improve on existing ones, and prove lower bounds on the achievable
parameters.

• A formalization of approach (2) above: we develop a theoretical framework for
separating leaked information from useful information. Our definition strength-
ens the notion of entropic security, considered before in a few different contexts.
Roughly, the definition goes as follows: revealing information Y about secret
X is safe if there is no function of X which is easier to predict with Y than
without it (i.e. Y may leak some global information about X, but there is no
function of X — in particular, no substring or parity check — that becomes
easier to predict).

We characterize entropic security in terms of mathematical tools from complex-
ity theory (“randomness extractors,” explained below). This insight allows us
to design (1) new encryption schemes with a short key, and (2) hash functions
which leak nothing useful about their inputs, yet—paradoxically—allow testing
if a candidate vector is close to the input.

The thesis is divided into two parts, following the bullets above. This introduction
chapter also consists of two corresponding main sections (1.1 and 1.2).

The basic philosophy of both sections is the same. We focus on provably secure
protocols. The contributions of the thesis are thus at three levels: rigorous definitions
of security, new protocols, and proofs that those protocols satisfy the definition. Each
of these pieces is important. The definitions, in particular, allow one to understand
what types of attacks the protocol is known to be secure against, and what attacks
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were not considered. They also allow one to understand the exact assumptions under
which the proof holds. Beyond these practical advantages, precise definitions of secu-
rity allow one to understand the limits of a particular notion, say by proving bounds
on the resources (computing time, interaction, etc) that are needed for a protocol to
satisfy a definition, or bounds on the parameters (error probabilities, attack success
probabilities) that are possible.

A Few Words on Information-Theoretic Cryptography The security of many
cryptographic protocols depends on assuming that a particular problem is computa-
tionally hard, for example “the probability that the adversary can factor a random
product of two primes of length k is negligibly small.” There are in fact two assump-
tions hidden in such a statement, one about the resources necessary to factor large
integers, and another about the adversary’s computing power. Such hypotheses are
bunched under the umbrella of “computational” assumptions. While it is reason-
able to assume that an adversary does not have time to execute 21000 instructions
on a computer (for thermodynamic reasons—there is not enough time and energy
in the universe), no one has yet proven any good lower bounds on the number of
steps required to solve a particular problem, and computational assumptions remain
problematic.

Protocols whose security does not depend on computational assumptions are
called “unconditionally” or “information-theoretically” secure. Such protocols are
studied since they avoid assuming unproven lower bounds on the resources required
to solve particular problems. They make good building blocks for larger protocols,
since they can be plugged into any other context without having to make additional
assumptions. There are also many situations where it is not known how to apply
techniques from “computational” cryptography, and so information-theoretic tools,
which are generally easier to work with, become very valuable.

There are a few mathematical tools from information-theoretic cryptography which
will be used many times in the thesis. A key concept, introduced by Shannon [73], is
the entropy, or uncertainty, of a random variable. We use several measures of entropy,
but all agree in the simplest case where a random variable is distributed uniformly
over some subset of its possible values. If it takes on N different values with equal
probability, then the entropy of the variable is log(N) (in the thesis, logarithms are
in base 2 by default); a variable which takes on a single value with probability 1 has
no entropy at all, and a variable which is distributed uniformly over all binary strings
of length n has entropy n.

Another key tool, much more recent, is a randomness extractor. Informally, an
extractor is a function which takes as input some imperfect source of randomness
(the various bits of which may be biased or correlated), and produces as output a
short, uniformly random string, ideally with length equal to the entropy of the input.
The magic of an extractor is that it should work for any “source” (i.e. probability
distribution on inputs) which has sufficient entropy. To work on such a large class
of distributions, a randomness extractor actually needs an additional input: a short,
uniformly random “seed.” The ideal output length is thus the sum of the length
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of the seed and the entropy of the input. Extractors first arose in cryptography
and in complexity theory, and have since had many applications in both areas—see
[72, 85, 86] for surveys.

One of the contributions of this research is to provide new uses of the tools above in
cryptography. First, we apply them to the problem of error-prone keys. We essentially
construct noise-resilient extractors. The resulting protocols can provably handle any
distribution on passwords that has sufficient entropy. Previous proofs of security
required the system designer to know the distribution of, say, human fingerprints,
exactly.

Second, the chapters on entropic security demonstrate a new use for extractors.
The main result of Chap. 5 is that the output of an extractor reveals no useful infor-
mation — in a precise sense — about the imperfect random source used as input. This
theorem allows us to give several new protocols, lower bounds, and proofs of security.
By using known constructions of extractors, we also simplify current protocols and
proofs of security for encryption of high-entropy messages and “perfectly one-way”
hash functions. The final chapter combines both uses of extractors, constructing
entropically-secure fuzzy extractors.

The next two sections of this introduction (Sections 1.1 and 1.2) discuss the results
of each part of the thesis in more detail, as well as the related literature.

1.1 Fuzzy Extractors: Cryptography with Noisy

Data

Cryptography traditionally relies on uniformly distributed random strings for its se-
crets. Reality, however, makes it difficult to create, store, and reliably retrieve such
strings. Strings that are neither uniformly random nor reliably reproducible seem to
be more plentiful. For example, a random person’s fingerprint or iris scan is clearly
not a uniform random string, nor does it get reproduced precisely each time it is
measured. Similarly, a long pass-phrase (or answers to 15 questions [39] or a list of
favorite movies [48]) is not uniformly random and is difficult to remember for a human
user. Part I of this thesis is about using such nonuniform and unreliable secrets in
cryptographic applications.

An Application: Biometrics The focus of this research is theoretical, but much
of the previous work is specific to biometrics, and so we begin with some background
and terminology.

The term biometrics originally meant any measurement of biological system; the
term later came to mean physiological or behavioral characteristics that could be used
to identify a person.1 The concept is by no means new—we instinctively recognize

1This is still the source of some confusion. The journal Biometrics (International Biometric
Society) covers statistical issues in biology and has little to do with the term “biometrics” as used
in the media today.
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other people by face and voice, although doing so from a photograph or recording is
harder. Signatures and handwriting (and handwriting recognition experts) have been
used for a long time as a means of identifying people. Even finger- and palm-prints are
quite old, having been recognized as unique identifiers in fourteenth century Persia
[71].

Recognition via biometrics was traditionally performed by a human expert, and
was considered sufficiently accurate to carry legal weight. Automated recognition
has proven less reliable — recently, computer fingerprint matching based on poor
scans lead to a man being mistakenly jailed for the Madrid train bombing in early
2004 [65]. Nevertheless, automated biometric authentication is now widely deployed.
The US-VISIT program takes digital fingerprints and photographs of visitors from
certain countries as they enter the United States [84, 35], and many countries will
integrate electronic biometric information directly into passports by mid-2006 [15].

The most common biometrics currently used are face and voice recognition, finger-
and palm-prints, hand geometry, iris scans, signatures (not just the shape but also
the timing and pressure of strokes), dental records and, to a lesser extent, keystroke
timing and walking gait [10]. Of these, iris scans and fingerprints have been the most
successfully automated.

The basic structure of a biometric authentication system is the same with all
these techniques. When a user enrolls in the system, a measurement is taken and
some derived information (the “template”) is stored in a database. To authenticate
the user at a later time, a new measurement is taken and compared to the template.
Depending on the exact application, it may be more or less easy to recover the original
biometric measurement from the template.

There are many difficulties that come with the use of biometrics for keys or pass-
words. The main challenge is that biometric measurements are noisy: depending on
the exact conditions and positioning of the measuring device, fingerprints, iris scans,
face images can all come out very differently. There are also other, broader issues.
Biometrics are difficult to change — fingers, irises and vocal cords cannot be revoked
— so basing a key on only them is inherently problematic. Because fingerprints and
face images, for example, can be measured without a person’s consent, their use raises
many fundamental privacy concerns. These concerns are particularly valid when the
measurements (or templates) are stored in a centralized database which can later
be used to identify people without their knowledge. See [75, 69, 34, 81] for longer
discussions of these issues.

This research provides a mathematical framework for approaching the first issue:
how to deal with noise in the measurement without storing biometric data “in the
clear” on a server. (The broader issues remain wide open.)

A Motivating Example: Password Authentication To illustrate the use of
random strings let us consider the task of password authentication. A user Alice has
a password w and wants to gain access to her account. A trusted server stores some
information y = f(w) about the password. When Alice (or someone else) enters w′,
the server lets her in only if f(w′) = y. In this simple application, we assume that
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it is safe for Alice to enter the password for the verification. However, the server’s
long-term storage is not assumed to be secure (e.g., y is stored in a publicly readable
/etc/passwd file in UNIX [63]). The goal, then, is to design an efficient f that is
hard to invert (i.e., given y it is hard to find w′ s.t. f(w′) = y), so that no one can
figure out Alice’s password from y. Such functions f are called one-way functions.

Unfortunately, the solution above has several problems when used with passwords
w available in real life. First, the definition of a one-way function assumes that w
is truly uniform, and guarantees nothing if this is not the case. In contrast, human-
generated and biometric passwords are far from uniform, although they do have some
unpredictability in them. Second, Alice has to reproduce her password exactly each
time she authenticates herself. This restriction severely limits the kinds of passwords
that can be used. Indeed, a human can precisely memorize and reliably type in only
relatively short passwords, which do not provide an adequate level of security. Greater
levels of security are achieved by longer human-generated and biometric passwords,
such as pass-phrases, answers to questionnaires, handwritten signatures, fingerprints,
retina scans, voice commands, and other values selected by humans or provided by
nature, possibly in combination (see [38] for a survey). However, two biometric read-
ings are rarely identical, even though they are likely to be close; similarly, humans are
unlikely to precisely remember their answers to multiple question from time to time,
though such answers will likely be similar. In other words, the ability to tolerate a
(limited) number of errors in the password while retaining security is crucial if we are
to obtain greater security than that provided by typical user-chosen short passwords.

The password authentication problem described above is just one example of a
cryptographic application where the issues of nonuniformity and error tolerance nat-
urally come up. The same issues arise in any cryptographic application, such as
encryption, digital signatures, or identification, where the secret key comes in the
form of “biometric” data.

.

Two Simple Approaches Which Fail We would like to design a function to
replace the one-way function f in the UNIX-style password authentication scheme.
One approach that immediately comes to mind is quantization: rather than using w,
use some point w̄ close to w that comes from a small set of possibilities. For example,
if w is a vector in Rn, then one could imagine rounding off all the coordinates of w to
the nearest integer and applying f() to the resulting vector w̄. The hope is that when
Alice goes to authenticate herself, the data w′ which has been measured will round off
to the same vector as the original w (roughly, we hope w̄′ = w̄). Unfortunately, this
type of scheme will fail for most “interesting” types of data. In our example, some
of the components of w are likely to lie near some half-integer, e.g. 0.5, 1.5, 2.5, etc.
Even if w′ is very close to w, those components stand a good chance of lying on the
other side of the boundary in the perturbed vector w′. It is very unlikely then to have
w̄′ = w̄. This sort of phenomenon occurs with most high-dimensional data (it is due
to the fact that most of the volume of a high-dimension shape lies near its boundary).
Csirmaz and Katona [25] discuss these issues in a sligthly different context. We refer
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the interested reader to [25] or a text on discrete geometry. Four our purposes, it
suffices to observe that quantization does not really solve the problem at hand.

A second common approach to this problem is to change the model and use
encrypted data: instead of storing f(w), one could just store an encryption of w,
and then store the corresponding key on a different server. The problem here is that
the entity verifying Alice’s identity must know the key, and if that entity’s storage
is compromised then Alice’s data is available in the clear. The goal is to allow the
verification information to be distributed easily, as in the UNIX-style storage of f(w).

1.1.1 Contributions of This Research

Assumptions Our techniques apply to any key material with the following prop-
erties:

1. Any two measurements of the same input (say, a particular person’s fingerprint)
are “close” to each other. The meaning of “close” depends on the application,
but we assume that there is some metric on possible results, and that two
measurements will be close in that metric.

2. The distribution of measurement outcomes is sufficiently random. Specifically,
we assume that an adversary’s a priori probability of guessing the input is not
too high.

The users and designers of the system do not need to know the distribution
itself, but only a lower bound on its entropy.

The New Definitions, Informally We propose two primitives, termed secure
sketch and fuzzy extractor.

A secure sketch addresses the problem of error tolerance. It is a (probabilistic)
function outputting a public value v about its biometric input w, that, while reveal-
ing little about w, allows its exact reconstruction from any other input w′ that is
sufficiently close. The price for this error tolerance is that the application will have to
work with a lower level of entropy of the input, since publishing v effectively reduces
the entropy of w. However, in a good secure sketch, this reduction will be small, and
w will still have enough entropy to be useful, even if the adversary knows v. A secure
sketch, however, does not address nonuniformity of inputs.

A fuzzy extractor addresses both error tolerance and nonuniformity. It reliably
extracts a uniformly random string R from its biometric input w in an error-tolerant
way. If the input changes slightly, the extracted R remains the same. To assist in
recovering R from w′, a fuzzy extractor outputs a public string P (much like a secure
sketch outputs v to assist in recovering w). However, R remains uniformly random
even given P .

Our approach is general: our primitives can be naturally combined with any cryp-
tographic system. Indeed, the string R extracted from w by a fuzzy extractor can
be used as a key in any cryptographic application but, unlike a traditional key, need
not be stored (because it can be recovered from any w′ that is close to w). We define
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our primitives to be information-theoretically secure, thus allowing them to be used
in combination with any cryptographic system without additional assumptions (how-
ever, the cryptographic application itself will typically have computational, rather
than information-theoretic, security).

For a concrete example of how to use fuzzy extractors, in the password authenti-
cation case, the server can store 〈P, f(R)〉. When the user inputs w′ close to w, the
server recovers the actual R and checks if f(R) matches what it stores. Similarly,
R can be used for symmetric encryption, for generating a public-secret key pair, or
any other application. Secure sketches and extractors can thus be viewed as provid-
ing fuzzy key storage: they allow recovery of the secret key (w or R) from a faulty
reading w′ of the password w, by using some public information (v or P ). In partic-
ular, fuzzy extractors can be viewed as error- and nonuniformity-tolerant secret key
key-encapsulation mechanisms [76].

Because different biometric information has different error patterns, we do not
assume any particular notion of closeness between w′ and w. As mentioned above,
the definitions simply assume that w comes from some metric space, and that w′ is
no more that a certain distance from w in that space. We only consider particular
metrics when building concrete constructions.

General Results Before proceeding to construct our primitives for concrete met-
rics, we describe several general observations:

• Fuzzy extractors can be built out of secure sketches using strong randomness
extractors [66], such as pairwise-independent hash functions.

• The existence of secure sketches and fuzzy extractors over a particular metric
space implies the existence of certain error-correcting codes in that space, thus
producing lower bounds on the best parameters a secure fingerprint and fuzzy
extractor can achieve.

• For a special class of (finite) metric spaces, called transitive, one can construct
a secure sketching scheme from any error-correcting code (e.g. the construction
for Hamming distance, below).

Transitive finite metric spaces include the Hamming cube, set difference, and
transposition distance on orderings of a list.

• For a metric space M′ without nice properties such as transitivity, one can
nonetheless construct fuzzy extractors from certain “metric embeddings”—these
are maps from one metric space to another which approximately preserve dis-
tances. Specifically, the existence of a fuzzy extractor in the target space, com-
bined with a biometric embedding of the source into the target, implies the
existence of a fuzzy extractor in the source space.

We need weaker properties from the embedding than those normally required
in algorithmic applications. We call maps which satisfy the relaxed definition
biometric embeddings.

These general results help us in building and analyzing our constructions.
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Constructions We describe constructions of secure sketches and extractors in three
metrics: Hamming distance, set difference, and edit distance.

Hamming distance (i.e., the number of bit positions that differ between w and
w′) is perhaps the most natural metric to consider. We observe that the “fuzzy-
commitment” construction of Juels and Wattenberg [47] based on error-correcting
codes can be viewed as a (nearly optimal) secure sketch. We then apply our general
result to convert it into a nearly optimal fuzzy extractor. While our results on the
Hamming distance essentially use previously known constructions, they serve as an
important stepping stone for the rest of the work.

The set difference metric (i.e., size of the symmetric difference of two input sets w
and w′) comes up naturally whenever the biometric input is represented as a subset
from a universe of possible features.Using the transitivity of the metric space, we
demonstrate the existence of optimal (with respect to entropy loss) secure sketches,
and therefore also fuzzy extractors, for this metric. However, this result is mainly
of theoretical interest, because (1) it relies on optimal constant-weight codes, which
we do not know how construct and (2) it produces sketches of length proportional to
the universe size. We then turn our attention to more efficient constructions for this
metric, and provide two of them.

First, we observe that the “fuzzy vault” construction of Juels and Sudan [48] can
be viewed as a secure sketch in this metric (and then converted to a fuzzy extractor
using our general result). We provide a new, simpler analysis for this construction,
which bounds the entropy lost from w given v. Our bound on the loss is quite high
unless one makes the size of the output v very large. We then provide an improvement
to the Juels-Sudan construction to reduce the entropy loss to near optimal, while
keeping v short (essentially the same length as w).

Second, we note that in the case of a small universe, a set can be simply encoded
as its characteristic vector (1 if an element is in the set, 0 if it is not), and set
difference becomes Hamming distance. However, the length of such a vector becomes
unmanageable as the universe size grows. Nonetheless, we demonstrate that this
approach can be made to work efficiently even for exponentially large universes. This
involves a result that may be of independent interest: we show that BCH codes can
be decoded in time polynomial in the weight of the received corrupted word (i.e., in
sublinear time if the weight is small). The resulting secure sketch scheme compares
favorably to the modified Juels-Sudan construction: it has the same near-optimal
entropy loss, while the public output v is even shorter (proportional to the number
of errors tolerated, rather than the input length).

Finally, edit distance, that is, the number of insertions and deletions needed to
convert one string into the other, naturally comes up, for example, when the pass-
word is entered as a string, due to typing errors or mistakes made in handwriting
recognition. We construct a biometric embedding from the edit metric into the set
difference metric, and then apply our general result to show that such an embedding
yields a fuzzy extractor for edit distance, because we already have fuzzy extractors
for set difference. The edit metric is quite difficult to work with, and the existence of
such an embedding is not a priori obvious: for example, low-distortion embeddings
of the edit distance into the Hamming distance are unknown and seem hard to con-
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struct [4]. It is the particular properties of biometric embeddings, as we define them,
that make the construction feasible.

Lower Bounds As mentioned above, we also show that the existence of secure
sketches or fuzzy extractors for a particular metric implies the existence of error-
correcting codes for that metric with related parameters. Thus we can use existing
bounds on the parameters achievable for codes to get bounds on what parameters
are achievable for our new primitives. The end result is a set of lower bounds on
how much information must be leaked about the input to allow error-correction. We
prove two kinds of bounds. The first kind of bound, on the min-entropy loss, tells us
limits on the length of a key which can be extracted from the input given that the
adversary has learned the public output P (resp. secure sketch). The second kind of
bound, on the loss of Shannon entropy gives a more intuitively significant result: the
mutual information between the input and the public information must be high.

1.1.2 Related Work

Relation to Previous Work Since this topic combines elements of error correc-
tion, randomness extraction and password authentication, there is a lot of related
work.

The need to deal with nonuniform and low-entropy passwords has long been re-
alized in the security community, and many approaches have been proposed. For
example, Kelsey et al [49] suggest using f(w, r) in place of w for the password au-
thentication scenario, where r is a public random “salt,” to make a brute-force at-
tacker’s life harder. While practically useful, this approach does not add any entropy
to the password, and does not formally address the needed properties of f . Another
approach, more closely related to ours, is to add biometric features to the password.
For example, Ellison et al. [36] propose asking the user a series of n personalized
questions, and use these answers to encrypt the “actual” truly random secret R. A
similar approach using user’s keyboard dynamics (and, subsequently, voice [60, 61])
was proposed by Monrose et al [62]. Of course, this technique reduces the question
to that of designing a secure “fuzzy encryption”. While heuristic approaches were
suggested in the above works (using various forms of Shamir’s secret sharing), no
formal analysis was given. Additionally, error tolerance was addressed only by brute
force search.

Soutar et al.[78, 79, 77] took a different approach, based on techniques from signal
processing. Their technique is the basis for a commercial implementation (Bioscrypt,
Inc) but we don’t know of a rigorous security analysis of their scheme.

A more formal approach to error tolerance in biometrics was taken by Juels and
Wattenberg [47] (for less formal solutions, see [26, 27, 62, 36]), who provided a simple
way to tolerate errors in uniformly distributed passwords. Frykholm and Juels [39]
extended this solution; our analysis is quite similar to theirs in the Hamming dis-
tance case. Almost the same construction appeared implicitly in earlier, seemingly
unrelated, literature on information reconciliation and privacy amplification (see, e.g.,
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[7, 8, 24]). We discuss the connections between these works and our work further in
Section 3.4.

Juels and Sudan [48] provided the first construction for a metric other than Ham-
ming: they construct a “fuzzy vault” scheme for the set difference metric. The main
difference is that [48] lacks a cryptographically strong definition of the object con-
structed. In particular, their construction leaks a significant amount of information
about their analog of R, even though it leaves the adversary with provably “many
valid choices” for R. In retrospect, their notion can be viewed as an (information-
theoretically) one-way function, rather than a semantically-secure key encapsulation
mechanism, like the one considered in this work. Nonetheless, their informal notion is
very closely related to our secure sketches, and we improve their construction in Sec-
tion 3.5. Clancy et al. [21] used the Juels-Sudan scheme as the basis of a smartcard-
based biometric authentication system. They provide an analysis of the scheme’s
security against some specific attacks, one based on brute force search and the other
on Berlekamp-Welch decoding. Our improvements to the Juels-Sudan scheme extend
more or less directly to [21].

The work of Linnartz and Tuyls [52] is the closest to ours in approach. They define
and construct a primitive called a “shielding function”, similar to a fuzzy extractor
(that line of work was continued in [87].) In two works of similar flavor, Cohen and
Zémor [22] and Tuyls and Goseling [82] derive specific channel-capacity bounds on
biometric authentication systems by assuming particular distributions on both inputs
and error patterns in the biometric inputs. The main difference between those works
and ours is that they assume that the exact distribution on the biometric inputs
is simple and known to the designer (either the uniform distribution over strings
of a given length or a known, multivariate Gaussian in Rn). Another difference is
that [52, 87] focus on the continuous space Rn, whereas we focus on discrete metric
spaces. We learned of these works after having completed the research described in
this chapter.

Other, very different approaches have also been taken for guaranteeing the pri-
vacy of noisy data. Csirmaz and Katona [25] consider quantization for correcting
errors in “physical random functions,” essentially proving that in most metric spaces
this approach is difficult, if not impossible, to use. (In the language of our paper,
quantization corresponds to secure sketches with no public storage). Barral, Coron
and Naccache [5] proposed a system for off-line, private comparison of fingerprints.
Ratha, Connell and Bolle [68] proposed “cancelable” biometrics, the idea of using
distorted versions of the same biometric on different servers, to prevent the leaking
of one version from making the other versions known to an attacker. Although seem-
ingly similar, the approaches of [5, 68] are complimentary to ours, and the solutions
can be combined to yield systems which enjoy the benefits of all of them.

A nice summary of much of the previous work on biometric cryptosystems, along
with an experimental evaluation of the technique of Juels and Sudan [48] appears in
a survey by Uludag et al [83]. Our improvement to the Juels-Sudan scheme extends
directly to the results of [83].

Finally, work on privacy amplification [7, 8], as well as work on de-randomization
and hardness amplification [44, 66], also addressed the need to extract uniform ran-

19



domness from a random variable about which some information has been leaked (see
Chap. 2). A major focus of research in that literature has been the development of
(ordinary, not fuzzy) randomness extractors with short seeds (see Section 1 for an in-
formal definition). We use randomness extractors, though for our purposes, pairwise
independent hashing [7, 44] is sufficient.

Subsequent Work There have been several works subsequent to ours which built
on these ideas. Van Dyjk and Woodruff [28] worked on improving the entropy loss of
secure sketches using computational assumptions. Burnett, Duffy and Dowling [16]
used fuzzy extractors as the basis of an implementation, in Java, of an identity-based
signature scheme. Boyen [12] extended the definition of fuzzy extractors to allow re-
usability of the same biometric for generating many different keys. The results hold
in a model where the errors which occur are independent of the biometric data itself.
The existence of re-usable fuzzy extractors without the independence assumption
remains an interesting open question.

On a different tack, our work has been applied to privacy amplification: Fuzzy
extractors may be seen as noise-resilient versions of randomness extractors, and Ding
[29] used this idea for noise tolerance in Maurer’s bounded storage model [57].

1.2 Entropic Security:

Hiding All Partial Information

The second part of the thesis considers a more general setting, in which information
must be leaked, yet we want to ensure—in some information-theoretic sense—that
the leaked information is not useful. We describe general conditions which guarantee
that leaked information cannot be used to help predict any function of the input, and
use the insights gained to find new constructions of various cryptographic primitives
with this property.

Let Y () be a probabilistic map, and X a random variable distributed over strings
of bits. Normally, one formalizes the statement “Y (X) leaks no information about
X” by requiring that X and Y (X) be very close to statistically independent ran-
dom variables. Equivalently, one can require that the Shannon mutual information2

I(X;Y (X)) be very small.

However, we’ll consider situations where information leakage is unavoidable—that
is I(X;Y ) is quite large, and X and Y are very far from being independent. For
example, if X is an iris scan and Y is a secure sketch of X which can correct τ flipped
bits (see the previous section), then by Proposition 4.3 there are necessarily at least
τ bits of mutual information between X and Y (i.e. I(X;Y ) ≥ τ).

2The mutual information between two random variables measures how far they are from being
completely independent. The exact definition is not important for this introduction; it is given in
Section 2.1.
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Entropic Security Since the usual notion of secrecy is unattainable, we propose
an alternative, inspired by semantic security of encryptions [40]: For every function
f , it should be hard to predict f(X) given Y (that is, learning Y should not change
the adversary’s probability of guessing f(X) by more than some small parameter ε).
A map Y () that satisfies this condition is said to hide all functions of X. Pictorially,
the direction of the diagonal arrow should be hard to compute:

X −→ Y (X)
↓ ↙

f(X)

More precisely, the information leakage is at most ε if for all functions, seeing
Y (X) increases the probability of guessing f(X) by at most ε. The map Y () is
entropically secure if the condition holds for all input distributions X of sufficiently
high min-entropy3

Definition 1.1 (Entropic Security). The probabilistic map Y hides all functions

of X with leakage ε if for every adversary A, there exists some adversary A′ such that

for all functions f ,∣∣Pr[A(Y (X)) = f(X)]− Pr[A′() = f(X)]
∣∣ ≤ ε.

The map Y () is called (t, ε)-entropically secure if Y () hides all functions of X, when-

ever the min-entropy of X is at least t.

This notion of security was introduced by Canetti, Micciancio and Reingold [17,
18], and subsequently and independently by Russell and Wang [70]. Both of those
works discussed a weaker-seeming version of this definition (one of our results is the
near-equivalence of their notion of security to the one described here—see below).

1.2.1 Two Games for Measuring Information Leakage

In order to explain the relation between entropic security and the standard notion
of security, we formulate two abstract games. Both games attempt to capture the
meaning of the statement “Y (X) leaks no information about X” by allowing an
adversary to guess the value of a function f(X) based on Y = Y (X).

In this discussion, the pairs (X, Y ) and (X ′, Y ′) are sampled independently ac-
cording to the same joint distribution (i.e. Y = Y (X) and Y ′ = Y (X ′)). Let X
denote the range of X.

Game 1, on input y: The adversary receives y as input and outputs the description
of a function fy : X → {0, 1}∗, and a string g. The adversary’s gain is:

Pr[fy(X) = g | Y = y]− Pr[fy(X
′) = g]

3The min-entropy of a random variable is one of several measures of the inherent uncertainty
about the value of the variable. The min-entropy of X is the negative logarithm of the probability
of guessing the value of X ahead of time, that is H∞(X) = −log(maxx Pr[X = x]).
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Game 2, on input y: The adversary produces the description of a function f :
X → {0, 1}∗ before seeing y. The adversary then sees y and outputs a string g. The
adversary’s gain is:

Pr[f(X) = g | Y = y]− Pr[f(X ′) = g]

Now consider the adversary’s expected gain in each of these games when the input
Y is chosen at random. We’ll say that Y leaks a-posteriori information about X if
there exists an adversary who has a non-negligible expected advantage in Game 1,
since the adversary gets to decide what he wants to learn after seeing Y . Similarly,
we’ll say that Y leaks a priori information about X if there’s an adversary who has a
non-negligible advantage in Game 2—there, the adversary must decide ahead of time
what information about X is of interest.

The adversary’s expected advantage in the a-posteriori game is the standard mea-
sure of information leakage, and is well understood. In particular, it can be bounded
by the statistical difference4 between the joint distribution (X, Y ) and the product
of marginals (X ′, Y ) (where X ′ is independent of Y ). One can also ensure that no
a-posteriori information is leaked by requiring that I(X;Y ) ≤ ε, where ε is some
“negligible” quantity (and I is the mutual information). On the other hand, the
adversary’s advantage in Game 2 is less well understood. One gets some insight by
thinking of it as a simplified, information-theoretic reformulation of semantic security
of encryptions [40].

1.2.2 Contributions on Entropic Security

This thesis considers situations in which we simply cannot prevent an adversary
from having a large advantage in Game 1—that is, we cannot prevent non-negligible
Shannon information about X from being leaked by Y—and yet we can still satisfy
a strong definition of secrecy by ensuring that no a-priori information is leaked, i.e.
no advantage is possible in Game 2. We provide a general technique for proving
that Game 2 cannot be won—namely, it is necessary and sufficient to show that the
map Y (·) is some kind of randomness extractor. We then construct special-purpose
extractors to suit three different applications.

As with entropy loss for secure sketches, we bound the leakage ε by assuming that
X itself is hard to predict. We show that in many situations, one can construct maps
Y () which hide all functions of X as long as H∞(X) ≥ I(X;Y )+2 log

(
1
ε

)
. The quan-

tity log
(

1
ε

)
is the number of “bits of security,” a standard measure in cryptography.

A Strong Definition of Security The definition we propose (Definition 1.1) is
stronger than previously studied formulations of entropic security [17, 18, 70], which
only considered the adversary’s ability to predict predicates instead of all possible

4The statistical difference, or total variation distance, between two probability distributions mea-
sures how easy it is to distinguish samples from one distribution from samples from the other. See
Section 2.1.
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functions of the secret input. (Recall that a predicate is a “yes”/”no” question, that
is, a function that outputs a single bit.)

For example, the definition in terms of predicates does not directly imply that
the adversary’s chance of recovering the message itself remains low! The implication
does in fact hold, but requires some proof. If we assume that the adversary can guess
the input with non-trivial probability, we can obtain a contradiction by choosing a
“Goldreich-Levin” predicate at random, that is by choosing gr(x) = r � x where r is
a random n-bit string and � is the binary inner product r�x =

∑
i rixi mod 2. We

omit a detailed proof; we prove much more general implications below, for which the
GL predicates do not suffice.

An Equivalence to Indistinguishability The key result behind all our construc-
tions is the equivalence of the following statements:

• The map Y () hides all functions of X, as long as H∞(X) ≥ t.

• For any two random variables X1, X2 which both have min-entropy at least t−2,
the random variables Y (X1) and Y (X2) are statistically indistinguishable.

There are two main pieces to the result. First, we show that indistinguishability
is equivalent to entropic security for predicates (the definition of [17, 70]). This is the
easier of the two parts. Second, we show that if the adversary can gain advantage
ε at predicting some function f(X) given Y , then there exists a predicate g, which
depends on f and the distribution of X such that the adversary gets nearly the
same advantage at guessing g(X) given Y . This last result may be of independent
interest. It is an information-theoretic converse to the Goldreich-Levin hardcore bit
construction, which states converts a good predictor for a particular predicate into a
good predictor for some underlying function.

This equivalence provides a new application of randomness extractors to cryp-
tography; namely, we show that an extractor’s output reveals very little about its
source. 5 (Recall that an extractor takes as input an arbitrary, high entropy ran-
dom source and outputs a small number of uniformly random bits.) The equivalence
simplifies many existing proofs of security and also strengthens them—existing tech-
niques only proved that no predicate of the secret X was leaked (as opposed to no
function of any kind).

Finally, the result parallels—and was inspired by—a similar equivalence due to
Goldwasser and Micali for the case of computationally secure encryption schemes
[40]—see below.

We also obtain new constructions, lower bounds and tighter analyses for the following
settings:

5This use of extractors has been around implicitly in complexity theory for many years, for
example in the use of hash functions for approximate counting. However, our abstraction, and
cryptographic perspective, are novel.
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Symmetric encryption with a short key Suppose one wants to encrypt a n-bit
message using k bits of secret key. Shannon’s famous lower bound [73] states that
without computational assumptions, one cannot encrypt securely using fewer than n
bits of key. Russell and Wang [70] showed that one can nonetheless hide all predicates
of the message with a much shorter key. We provide several new results:

• A stronger definition of security, based on the equivalence between entropic
security for all functions and indistinguishability of encryptions for message
spaces with high min-entropy.

• Two general frameworks for constructing entropically secure encryption schemes,
one based on expander graphs and the other on XOR-universal hash functions.
These schemes generalize the schemes of Russell and Wang, yielding simpler
constructions and proofs as well as improved parameters.

• Lower bounds on the key length k for entropic security and indistinguishability.
In particular, we show near tightness of Russell-Wang constructions: k > n− t.
(In fact, for a large class of schemes k ≥ n− t+ log

(
1
ε

)
.)

Noise-resilient Perfectly One-Way Hash Functions Canetti, Micciancio and
Reingold [17, 18] showed that it is possible to construct randomized hash functions
Y () such that Y (X) hides all predicates of X, but nonetheless Y () is verifiable: given
x and y, one can check whether or not Y (x) = y, yet it is not feasible to find x1, x2

such that Y (x1) = Y (x2).

• We show how to construct “fuzzy”—that is, noise-resilient—perfect hash func-
tions. The hash value for w allows one to verify whether a candidate string w′

is close to w, but reveals nothing else about w. The main technical tools are
constructions of entropically-secure sketches and fuzzy extractors.

This result is a significant departure from the approach of Canetti et al. The
motivation behind [17, 18] was to formalize the properties of an ideal “random
oracle” which might be achievable by a real computer program. In contrast,
even given a random oracle, it is not at all clear how to construct a proximity
oracle for a particular value w (i.e. an oracle that accepts an input if and
only if it is sufficiently close to w). In that sense, the result is also about code
obfuscation: noise-resilient POWFs might best be viewed as obfuscated versions
of a proximity oracle.

• We strengthen the results of [18] on information-theoretically-secure POWF’s.
Following the general results on entropic securiy, we strengthen the definition
of perfect one-way-ness to preclude the adversary from improving her ability
to predict any function of the input. We also improve the analysis of the [18]
construction, obtaining better parameters (roughly half the entropy loss) and
reducing the assumptions necessary for security.

24



1.2.3 Composability and Semantic Security

Composing Entropically-Secure Constructions—Towards Robust Security
A desirable property of definitions of security of cryptographic primitives is compos-
ability : once some protocol or algorithm has been proven secure, you would like to be
able to use it as a building block in other protocols with your eyes closed—without
having to worry about effects that violate the intuitive notion of security, but which
are not covered by the original definition.

Composability is difficult to guarantee, since it is not clear how to translate it into
a mathemetical property. There are various formalizations of composability, most no-
tably “Universal Composability” [19] and several frameworks based on logic algebras
for automated reasoning (see [45] and the references therein). Finding protocols that
are provably secure in these general frameworks is difficult, and sometimes provably
impossible. A more common approach is to prove that a particular definition remains
intact under a few straightforward types of composition, say by proving that it is still
secure to encrypt the same message many times over.

The main weakness of entropic security, as defined above, is that it does not ensure
composability, even in this straightforward sense. If Y () and Y ′() are independent
versions of the same entropically-secure mapping, then the map which outputs the
pair Y (X), Y ′(X) may be completely insecure, to the point of revealing X completely.
In the case of encryption, this may mean that encrypting the same message twice is
problematic. The reason is that given the first value Y (X), the entropy of X may be
very low, too low for the security guarantee of Y ′() to hold.

For example, suppose that Y (x) consists of the pair M,Mx, where M is a random
3n
4
× n binary matrix M and x ∈ {0, 1}n. We will see in later chapters that Y ()

is entropically secure whenever the entropy of X is close to n. However, the pair
Y (x), Y ′(x) provides a set of 3n

2
randomly chosen linear constraints on x. With high

probability, these determine x completely, and so the pair Y (), Y ′() is insecure under
any reasonable definition.

Given these issues, entropically-secure primitives must be used with care: one
must ensure that the inputs truly have enough entropy for the security guarantee to
hold. When the inputs are passwords, the requirement of high entropy is natural,
but the issue of composability raises a number of intersting open questions for future
work.

On Semantic Security and Indistinguishability In a seminal paper, Gold-
wasser and Micali [40] introduced two notions of security for encryption schemes
against computationally bounded eavesdroppers. They showed that seeing an encryp-
tion of a message gives a computationally bounded eavesdropper no useful information
(roughly in the sense defined above) if and only if there is no pair of messages m1,m2

such that the eavesdropper can distinguish the encryption of m1 from the encryption
of m2.

Our result can be seen as a parallel of that equivalence for high-entropy distri-
butions. The Goldwasser-Micali equivalence can be stated as follows: if security
holds for all flat distributions with 1-bit of entropy — that is, distributions over pairs
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(m1,m2) — then no information is leaked for any distribution whatsoever. Our result
provides a limited generalization: if you can prove that encryptions of messages from
all distributions of min-entropy at least t are indistinguishable, then no information
is leaked to the eavesdropper when the message has min-entropy at least t+1. There
are significant differences: the original equivalence of [40] holds for both computation-
ally bounded adversaries and unbounded ones, whereas our equivalence only holds for
computationally unbounded adversaries. The proof techniques are also very different.

1.3 Organization of This Thesis

The thesis is divided into two parts: the first part describes the new definitions
and constructions for the secure use of biometric passwords; the second, longer part
presents the results on entropic security.

Chapter 2 presents the background definitions material and notation.
Chapter 3 deals with the secure use of biometric passwords. We define secure

sketches and extractors, which give us an abstract framework for dealing with noisy
data, and present the constructions for three measures of distance: Hamming distance,
set difference and edit distance. We discuss improvements to the error-tolerance which
are possible using “list-decoding” of codes, and conclude the chapter with the details
applying our framework to the problem of password authentication.

In Chapter 4, we show a further relationship between our new primitives and error-
correcting codes. We use this to establish various lower bounds on the information
that must be leaked by our primitives, both in terms of min-entropy and Shannon
entropy.

Chapter 5 presents our general results on entropic security. The main result of this
section is the equivalence of entropic security to indistinguishability of encryptions of
high-entropy message distributions.

Chapter 6 applies these general results to entropically-secure encryption schemes.
We describe two new encryption schemes, each with a simple proof of security, and
give lower bounds which show that the key length of our schemes is nearly optimal.

Chapter 7 describes our results on entropically-secure hash functions, called “per-
fectly one-way” hash functions (POWHF). First, we construct entropically-secure
fuzzy extractor and secure sketches for Hamming distance, and use those to build
“fuzzy” (i.e. noise-resilient) POWHF. The new construction also simplifies and im-
proves the known constructions of ordinary (not noise-resilient) POWHF.

Finally, Appendix A gives the proofs of several lemmas on universal hash functions
(variants on the “left-over hash lemma”, or “privacy amplification lemma”). The
proofs are collected together for easy reference, and since they are all quite similar.
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Chapter 2

Mathematical Preliminaries

2.1 Probability Distributions and Entropy

Notation Unless explicitly stated otherwise, logarithms, denoted log(x) are base 2.

When defining a new quantity x, we will often use x
def
= x′. The set of binary strings

lf length n is denoted {0, 1}n. Bitwise XOR of strings is denoted by ⊕, and inner
product mod 2, that is the standard inner product on {0, 1}n, is denoted with the
symbol �.

Random variables will typically take on values either in R or in a finite, discrete
space such as {0, 1}n, and are denoted with capital letters in bith cases. The probabil-
ity that a random variable X takes on a particular x. E [X] denotes the expectation
of a real-valued random variables and Var [X], its variance. Conditional probabilites,
exectations and variance will be denoted in the standard way: conditioned on event
E, we write Pr[X = x|E],E [X|E] ,Var [X|E]. In many cases, we will use the same
symbol both for a random variable and the distribution according to which it is drawn.

If X is a probability distribution (or random variable), the notation x← X means
“draw x according toX.” We will sometimes use x ∼ X to denote the same thing. If S
is a finite set, we write x← S to denote “draw S from the uniform distribution of S.”
Since it comes up very often, we use U` to a random variable distributed uniformly on
`-bit binary strings, i.e. the set {0, 1}`. The same notation will also be used for more
complex experiminets: x ← A(y) means that the (possibly probabilistic) algorithm
A is run on input y and the output is assigned to x. If A is probabilistic and we wish
to make the random bits R explicit, we write x← A(y;R).

We will often want to discuss the asymptotics of various constructions, in which
case the construction will be parametrized by an integer (typically an input length).
If On refers to the instantiation of some construction with parameter n, we call a
sequence On0 , On0+1, Ono+2, ... an ensemble, and abuse notation slightly by writing
{On}n∈N.

A non-negative function ε : N→ R is called negligible if ε(n) = O(1/nc) for every
constant c ∈ N. The input n to ε is frequently omitted.
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Distance Measures on Probability Distributions The statistical distance (some-
times called total variation distance, or simply L1 distance) between two probability
distributions A and B on the same space is

SD (A,B)
def
=

1

2

∑
v

∣∣Pr[A = v]− Pr[B = v]
∣∣

(that is, half the L1 distance between the probability mass functions). Statistical dif-
ference measures an adversary’s probability of telling samples from two distributions
apart: if one flips a fair coin and samples from either A or B according to the coin,
then an adversary’s best possible probability of guessing the value of the coin given
the sample is exactly 1

2
+ 1

2
SD (A,B).

The L2 distance between two distributions A and B is

‖A−B‖2
def
=

√∑
v

(Pr[A = v]− Pr[B = v])2.

This does not have a natural interpretation in the way that statistical difference does,
but it is often easier to compute. We will use:

Fact 2.1. If A,B are distributions on {0, 1}n with ‖A − B‖22 ≤ ε2/2n, then the

statistical difference SD (A,B) is at most ε.

2.1.1 Three Measures of Entropy

Informally, the entropy of a probability distribution is the amount of inherent uncer-
tainty in the outcome of drawing a value from the distribution. There are various
ways to define entropy, and typically each formulation is useful in different contexts.
In the thesis, we will work with three formulations of entropy. In a seminal work,
Shannon introduced the concept of entropy to probability theory and signal process-
ing [73]. The notion of entropy he defined is called Shannon entropy, and is probably
the most commonly used definition. We will mostly make use of two different notions,
which turn out to be more convenient when one works with randomness extraction
from an unknown source: min-entropy and collision entropy. We will define these
two first.

Min-Entropy The min-entropy H∞(A) of a random variable A is the logarithm of
the most probable element in the distribution:

H∞(A)
def
= − log(max

a
Pr(A = a)).

This measures how hard it is to predict the outcome of a draw from A: the probability
of successfully guessing the outcome ahead of time is exactly the mass of the most
likely element. This is cryptographically useful: it is the probability that an adversary
can guess the value of A on the first try.
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For a pair of (possibly correlated) random variables A,B, a conventional notion
of “average min-entropy” of A given B would be Eb←B [H∞(A | B = b)]. However,
for our purposes, the following slightly modified notion will be more robust: we let

H̃∞(A | B) = − log
(
Eb←B

[
2−H∞(A|B=b)

])
.

Namely, we define average min-entropy of A given B to be the logarithm of the
average probability of the most likely value of A given B. This definition is the right
one to use when one is interested in the statistical difference from uniform, as becomes
clear, for example, in Lemma 3.2.

The following simple lemma explains why our choice is more convenient. The
lemma is not new, but we do not know of a convenient reference and so we provide a
proof here.

Lemma 2.2. For any random variables A,B, and for any δ > 0, the conditional

entropy H∞(A|B = b) is at least H̃∞(A|B)− log(1/δ) with probability at least 1− δ
(the probability here is taken over the choice of b).

Moreover, if B is an `-bit string, then H̃∞(A | B) ≥ H∞(A)− `.

Proof. Let p = 2−H̃∞(A|B) = Eb

[
2−H∞(A|B=b)

]
. By the Markov inequality, 2−H∞(A|B=b) ≤

p/δ with probability at least 1−δ. Taking logarithms, we get the first claim. Next, let

q = 2−H∞(A), so that q is the maximum probability in A’s distribution. Conditioned

on any event E of some probability α > 0, this max probability can go up by at most

1/α, since q ≥ Pr[A = a] ≥ Pr[(A = a) ∧ E] = α · Pr[A = a | E]. Thus, we have:

Eb←B

[
2−H∞(A|B=b)

]
≤
∑

b

Pr[B = b]

(
q

Pr[B = b]

)
= q ·# {b | Pr[B = b] > 0} ≤ q · 2`.

But this means that H̃∞(A | B) ≥ − log(q · 2`) = H∞(A)− `.

Collision Entropy The collision probability of a distribution A is the probability
that two independent draws from the same distribution will yield the same value:

Col(A) = Pr
a,b←A

[a = b] =
∑

a

Pr[A = a]2 = ‖A‖22.

It is well known [46] that if A has support on some setA and Col(A) ≤ (1+ε2)/|A|,
then A is ε-close to the uniform distribution UA on A: SD (A,UA) ≤ ε. (This is a
direct consequence of Fact 2.1.)

The collision entropy (sometimes called Renyi entropy) of A, is defined as the
logarithm of the collision probability:

H2(A)
def
= − log2 Col(A)
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Collision entropy is very closely related to the min-entropy:

H∞(A) ≤ H2(A) ≤ 2H∞(A).

By another useful lemma for which I have no good reference, any distribution with
collision entropy t is within statistical difference ε of a distribution with min-entropy
at least t− log(1/ε) (proof omitted).

Shannon Entropy The Shannon entropy of a distribution is given by:

Hsh(A)
def
=
∑

a

Pr[A = a] log
1

Pr[A = a]
.

Similarly, the conditional entropy of A given B is Hsh(A | B)
def
= Eb [Hsh(A | B = b)].

Alternatively, it can computed as the difference between the entropy of the pair A,B
and the entropy of B alone: Hsh(A | B) = Hsh(A,B)−Hsh(B).

Finally, the mutual information between A and B measures the drop in the entropy
of A which is caused by learning B:

I(A;B)
def
= Hsh(A)−Hsh(A | B) = Hsh(A,B)−Hsh(A)−Hsh(B).

The mutual information is thought of as measuring the amount of information aboutA
which is revealed byB. The formula is symmetric, so it also represents the information
about B which is revealed by A.

The Shannon information can differ a lot from collision and min-entropy. For
example, consider a distribution A which takes a particular value with probability 9

10
,

and is uniform over all strings of length n with the remaining probability 1
10

. Then
in fact the Shannon entropy of A is quite large, about n/10. On the other hand, the
min-entropy is only log(10/9) ≈ 0.15.

There are, however, several useful relationships of Shannon entropy with other
measures. First, it is always an upper bound:

Hsh(A) ≥ H2(A) ≥ H∞(A).

Second, when the mutual information between two random variables X, Y is very
small, then they are very close to uniform, and vice versa. We will only need the
reverse implication in this thesis:

Lemma 2.3 (Theorem 16.3.2 in [23]). If A,B are distributions over {0, 1}n, and

SD (A,B) ≤ ε, then |Hsh(A)−Hsh(B)| ≤ ε(n+ log
(

1
ε

)
).

Now let X, Y be two correlated random variables on {0, 1}n, and let X be sampled
according to the same distribution as X, but independently of Y . Let A = (X,Y )
and B = (X ′, Y ), i.e. B is the product of the marginals. By the lemma above, if
SD (A,B) ≤ ε, then I(X, Y ) ≤ ε (n+ log

(
1
ε

)
+ 1).

Conversely, if I(X;Y ) is large (with even a single bit of information), then the
pair X, Y cannot be very close to being independent.
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2.2 Randomness Extractors

Randomness extractors were mentioned in the introduction as an important tool in
information-theoretic cryptography. Informally, an extractor is a function which takes
as input some imperfect source of randomness (the various bits of which may be biased
or correlated), and produces as output a short, uniformly random string.

Definition 2.1. An efficient (n, t′, `, k, ε)-extractor is a polynomial time function

Ext : {0, 1}n × {0, 1}k → {0, 1}`+k such that for all min-entropy t′ distributions W ,

we have SD (Ext(W ;S) , U`+k) ≤ ε, where Ext(W ;S) stands for applying Ext to W

using (uniformly distributed) randomness S.

The difference t′− (`+ k) is usually called the entropy loss of the extractor (it is,
informally, the difference between the entropy going in and the entropy coming out).
The number of extra random bits k is usually called the seed length of the extractor
and S, the seed.

Strong extractors are an important special class of extractors, which include their
seed explicitly in the output. We include a separate definition for ease of reference:

Definition 2.2. An efficient (n, t′, `, ε)-strong extractor is a polynomial time proba-

bilistic function Ext : {0, 1}n → {0, 1}` such that for all min-entropy t′ distributions

W , we have SD (〈Ext(W ;S), S〉 , 〈U`, S〉) ≤ ε, where Ext(W ;S) stands for applying

Ext to W using (uniformly distributed) randomness S.

Strong extractors can extract at most ` = t′−2 log(1/ε)+O(1) nearly random bits
[67]. Many constructions match this bound (see Shaltiels’ survey [72] for references).
Extractor constructions are often complex since they seek to minimize the length of
the seed X. For our purposes, the length of S will be less important, so pairwise
independent hash functions will already give us optimal ` = t′−2 log(1/ε) [44, 8]—we
explain that construction now.

Pairwise Independence and XOR Universality Wegman and Carter [20, 88]
defined pairwise independence of families of functions from one finite set to another.
We will use a relaxation, often called XOR universality [50].

Definition 2.3. Let H = {hi}i∈I is a set of functions from {0, 1}n to {0, 1}`, indexed

by a set I. Suppose we choose H uniformly from H.

• The family of functions H is pairwise independent (or 2-universal) if, for all

possible pairs of distinct inputs x, y the random variables H(x), H(y) are inde-

pendent and uniformly distributed over {0, 1}`, that is

∀x, y ∈ {0, 1}n, x 6= y, ∀a, b ∈ {0, 1}` : Pr
I←I

[hI(x) = a and hI(y) = b] =
1

22`

• The family H is called XOR-universal if for all pairs of distinct inputs x, y, the

difference H(x)⊕H(y) is uniformly distributed over {0, 1}`.
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Pairwise independence clearly implies XOR-universality. The reverse is not quite
true; for example, it could be that some particular input is left fixed by all functions
in the family. In this work, we can almost always substitute pairwise independent
families with XOR-universal families, and we state the main lemmas below using
XOR-universality.

A simple example of a XOR-universal family is the set of all functions from n bits
to ` bits. A more commonly used family is the set of all linear functions from n bits
to ` bits (here linearity is over Z2 equipped with XOR, denoted ⊕). A linear function
can be described by a `× n matrix of bits; the function requires n` bits to store.

One gains some efficiency by viewing {0, 1}n as the larger field GF (2n). The family
consists of functions ha(x) = ax where multiplication is in GF (2n). This produces
only n bits of output. If ` is shorter than n then one can simply truncate the output
to the first ` bits. If ` is greater than n, the one can simply work over GF (2`) instead.

The easiest construction of strong extractors is given by the “left-over hash”
lemma, also called the “privacy amplification” lemma [7, 44, 46, 8].

Lemma 2.4 (Left-over hash / privacy amplification). If {hi}i∈I is a family of

pairwise independent hash functions from n bits to ` bits, and X is a random variable

in {0, 1}n with collision entropy H2(X) ≥ `+ 2 log
(

1
ε

)
+ 1, then

〈I, hi(X)〉 ≈ε 〈I, U`〉

where I ← I, U` ← {0, 1}` (both drawn uniformly), and I, X and U` are independent.

The lemma is stated in terms of collision entropy; this implies the same result for
min-entropy since H∞(X) ≤ H2(X). The seed length of this extractor is n, and the
entropy loss is 2 log

(
1
ε

)
+ 1, as stated above.

2.3 Metric Spaces and Error-Correcting Codes

Metric Spaces A metric space is a setM with a distance function dis :M×M→
R+ = [0,∞) which obeys various natural properties (the exact properties are not
important; our results are specific to the three metrics below).

In this thesis, M will usually be a finite set, and the distance function will only
take on integer values (we will also discuss continous metrics, but only briefly). The
size of theM will always be denoted N = |M|. We will assume that any point inM
can be naturally represented as a binary string of appropriate length O(logN).

We concentrate on the following metrics.

1. Hamming metric. Here M = Fn over some alphabet F (we will mainly use
F = {0, 1}), and dis(w,w′) is the number of positions in which they differ.

2. Set Difference metric. Here M consists of all s-element subsets in a universe
U = [n] = {1, ..., n}. The distance between two sets A,B is the number of
points in A that are not in B. Since A and B have the same size, the distance
is half of the size of their symmetric difference: dis(A,B) = 1

2
|A4B|.
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3. Edit metric. Here againM = Fn, but the distance between w and w′ is defined
to be one half of the smallest number of character insertions and deletions
needed to transform w into w′.

All three metrics seem natural for biometric data.

Coding Since we want to achieve error tolerance in various metric spaces, we will
use error-correcting codes in the corresponding metric spaceM. A code C is a subset
{w1, . . . , wK} of K elements of M (for efficiency purposes, we want the map from i
to wi to be polynomial-time). The minimum distance of C is the smallest d > 0 such
that for all i 6= j we have dis(wi, wj) ≥ d. In our case of integer metrics, this means
that one can detect up to (d − 1) “errors” in any codeword. The error-correcting
distance of C is the largest number τ > 0 such that for every w ∈ M there exists at
most one codeword wi in the ball of radius τ around w: dis(w,wi) ≤ τ for at most
one i. Clearly, for integer metrics we have τ = b(d− 1)/2c. Since error correction
will be more important in our applications, we denote the corresponding codes by
(M, K, τ)-codes. For the Hamming and the edit metrics on strings of length n over
some alphabet F , we will sometimes call k = log|F |K the dimension on the code, and
denote the code itself as an [n, k, d = 2τ + 1]-code. 1

We will use a few definitions specific to the Hamming metric when proving lower
bounds. Let A(n, d) to be the largest k for which their exists an (n, k, d) code, and let
A(n, d, b) be the largest such k for a code all of whose codewords lie within a Hamming
ball of radius b (denoted Balln(b)). More generally, given any set S of 2m points in
{0, 1}n, letA(n, d, S) be the largest k such that all the codewords of C belong to the set
S. Finally, we let L(n, d,m) denote min|S|=2m A(n, d, S). Of course, when n = m, we
get L(n, d, n) = A(n, d). In general, we can say L(n, d,m) ≤ min(A(m, d), A(n, d, b)),
where b is such that Balln(b) has volume 2m. The last inequality follows by choosing
S = {0, 1}m0n−m and S = B respectively.

The exact determination of quantities A(n, d) and A(n, d, b) form the main prob-
lem of coding theory (see [1] for a summary of results about the latter). To the best of
our knowledge, the quantity L(n, d,m) was not explicitly studied earlier, but its exact
determination seems very hard as well. We conjecture it is very close to A(n, d, b)
above for essentially all “natural” settings of n, d,m.

Finally, we will work a lot with linear codes for the Hamming metric. A code in
{0, 1}n is linear if it forms a linear subspace of {0, 1}n equipped with bitwise XOR,
that is if the XOR of any two codewords is also a codeword. If C is a linear code of
dimension k, then the syndrome of C, denoted synC(·) is a linear map from n bits to
n − k bits such that synC(w) = 0n−k if and only if w ∈ C. In the Hamming metric,
the syndrome captures the error pattern which has been applied to a codeword. That
is, if w = c ⊕ e, where c ∈ C, then synC(w) = synC(e). Thus, to find the smallest
vector e for which w⊕ e is a codeword, it is not necessary to have w in hand; simply
knowing synC(w) is sufficient.

1In this thesis, the square brackets [] do not mean that the code is linear, although this is
sometimes used as a convention in the literature.
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Part I

Cryptography with Noisy Data
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Chapter 3

Secure Sketches and Fuzzy

Extractors: Cryptographic Keys

from Noisy Data

This chapter introduces the primitives discussed earlier for handling noisy data: secure
sketches and fuzzy extractors. We begin with formal definitions of the primitives
(Section 3.1), and then turn to illustrating them with several constructions.

Constructions First, we discuss generic techniques for building secure sketches and
fuzzy extractors. In Section 3.2, we show that given a secure sketch for a particular
metric space, one can construct a fuzzy extractor with similar parameters. Section 3.3
describes two geometric constructions of the primitives. (1) In a transitive metric
space, the existence of an efficiently decodable error-correcting code immediately
leads to a secure sketch with related parameters. (2) More generally, embeddings
from a source metric space into a target space allow one to construct fuzzy extractors
for the target space into fuzzy extractors from the source.

Second, we describe constructions for the three specific metric spaces described
in the Introduction—Hamming distance, set difference, and edit distance (Sections
3.4, 3.5, and 3.6, respectively). The next chapter (Chap. 4) investigates lower bounds
on the performance of our primitives. Those results show that the constructions for
the Hamming and set difference metrics are optimal, at least for some settings of the
parameters.

Extensions and Applications The definitions of Section 3.1 are quite strict, and
require a noisy input to be accepted as long as it is close to the original data, even
though the exact error pattern may have been chosen adversarially. In Section 3.7,
we consider several relaxations of the error model and show in each relaxation, we
can change our constructions slightly to tolerate a larger numbers of errors.

Finally, Section 3.8 gives further details of the secure use of biometric data for
password authentication. This is probably the main application of the framework
presented in this chapter.
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3.1 New Definitions

LetM be a metric space on N points with distance function dis.

Definition 3.1. An (M, t, t′, τ)-secure sketch is a randomized map SS :M→ {0, 1}∗
with the following properties.

1. There exists a deterministic recovery function Rec allowing to recover w

from its sketch SS(w) and any vector w′ close to w: for all w,w′ ∈M satisfying

dis(w,w′) ≤ τ , we have Rec(w′, SS(w)) = w.

2. For all random variables W over M with min-entropy t, the average min-

entropy of W given SS(W ) is at least t′. That is, H̃∞(W | SS(W )) ≥ t′.

The secure sketch is efficient if SS and Rec run in time polynomial in the represen-

tation size of a point in M. We denote the random output of SS by SS(W ), or by

SS(W ;X) when we wish to make the randomness explicit.

We will have several examples of secure sketches when we discuss specific metrics.
The quantity t − t′ is called the entropy loss of a secure sketch. Our proofs in fact
bound t− t′, and the same bound holds for all values of t.

Definition 3.2. An (M, t, `, τ, ε) fuzzy extractor is a given by two procedures (Gen,Rep).

1. Gen is a probabilistic generation procedure, which on input w ∈ M outputs an

“extracted” string R ∈ {0, 1}` and a public string P . We require that for any

distribution W on M of min-entropy t, if 〈R,P 〉 ← Gen(W ), then we have

SD (〈R,P 〉, 〈U`, P 〉) ≤ ε.

2. Rep is a deterministic reproduction procedure which allows one to recover R from

the corresponding public string P and any vector w′ close to w: for all w,w′ ∈
M satisfying dis(w,w′) ≤ τ , if 〈R,P 〉 ← Gen(w), then we have Rep(w′, P ) = R.

The fuzzy extractor is efficient if Gen and Rep run in time polynomial in the repre-

sentation size of a point in M.

In other words, fuzzy extractors allow one to extract some randomness R from
w and then successfully reproduce R from any string w′ that is close to w. The
reproduction is done with the help of the public string P produced during the initial
extraction; yet R looks truly random even given P . To justify our terminology, notice
that strong extractors (as defined in Section 2.2) can indeed be seen as “nonfuzzy”
analogs of fuzzy extractors, corresponding to τ = 0, P = X (andM = {0, 1}n).
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3.2 Fuzzy Extractors from Secure Sketches

Not surprisingly, secure sketches come up very handy in constructing fuzzy extractors.
Specifically, we construct fuzzy extractors from secure sketches and strong extractors.
For that, we assume that one can naturally represent a point w inM using n bits. The
strong extractor we use is the standard XOR-universal hashing construction, which
has (optimal) entropy loss 2 log

(
1
ε

)
. The lemma, combined with secure sketches, will

often produce nearly optimal fuzzy extractors.

Lemma 3.1. Assume SS is a (M, t, t′, τ)-secure sketch with recovery procedure Rec,

and let Ext be the (n, t′, `, ε)-strong extractor based on XOR-universal hashing (in

particular, ` = t′ − 2 log
(

1
ε

)
). Then the following (Gen,Rep) is a (M, t, `, τ, ε)-fuzzy

extractor:

• Gen(W ;X1, X2): set P = 〈SS(W ;X1), X2〉, R = Ext(W ;X2), output 〈R,P 〉.

• Rep(W ′, 〈V,X2〉): recover W = Rec(W ′, V ) and output R = Ext(W ;X2).

Lemma 3.1 follows directly from the intermediate result below (Lemma 3.2), which
explains our choice of the measure H̃∞(A|B) for the average min-entropy. Lemma 3.2
says that XOR-universal hashing extracts randomness from the random variable A
as if the min-entropy of A given B = b were always at least H̃∞(A|B). If one wants
to use a generic extractor, there is some additional loss in the parameters (see the
remark after the proof of the lemma).

Lemma 3.2. If A,B are random variables such that A ∈ {0, 1}n and H̃∞(A|B) ≥ t′,

and H is a random member of a XOR-universal hash family from n bits to ` bits,

then SD (〈B,H,H(A)〉 , 〈B,H,U`〉) ≤ ε as long as ` ≤ t′ − 2 log
(

1
ε

)
.

This is a special case of Lemma A.6, but we give a (direct) proof here.

Proof. The particular extractor we chose has a smooth tradeoff between the entropy

of the input and the quality of the output. For any random variable X, the left-over

hash/privacy amplification lemma [7, 44, 8] states:

SD (〈H,H(X)〉 , 〈H,U`〉) ≤
√

2−H∞(X)2`

In our setting we have a bound on the expected value of 2−H∞(A|B=b), namely

E
[
2−H∞A | B)

]
≤ 2−t′ .

Using the fact that E
[√

Z
]
≤
√

E [Z], for any non-negative r.v. Z we get:

Eb [SD (〈H,H(A|B = b)〉 , 〈H,U`〉)] ≤
√

2`−t′ .
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Now the distance of 〈B,H,H(A)〉 from 〈B,H,U`〉 is the average over values of B of

the distance of 〈H,H(A)〉 from 〈H,U`〉. This average is exactly what was bounded

above:

SD (〈B,H,H(A)〉, 〈P,U`〉) = EB [SD (〈H,H(A)〉 , 〈H,U`〉)] ≤
√

2`−t′ .

The extractor we use always has ` ≤ t′ − 2 log
(

1
ε

)
, and so the statistical difference is

at most ε.

Remark 3.1. One can prove an analogous form of Lemma 3.2 using any strong

extractor. However, in general, the resulting reduction leads to fuzzy extractors with

min-entropy loss 3 log
(

1
ε

)
instead of 2 log

(
1
ε

)
. This may happen in the case when

the extractor does not have a convex tradeoff between the input entropy and the

distance from uniform of the output. Then one can instead use a high-probability

bound on the min-entropy of the input (that is, if H̃∞(X|Y ) ≥ t′ then the event

H∞(X|Y = y) ≥ t′ − log
(

1
ε

)
happens with probability 1− ε).

3.3 Two Generic Constructions

Sketches for Transitive Metric Spaces We give a general technique for building
secure sketches in transitive metric spaces, which we now define. A permutation π on a
metric spaceM is an isometry if it preserves distances, i.e. dis(a, b) = dis(π(a), π(b)).
A family of permutations Π = {πi}i∈I acts transitively onM if for any two elements
a, b ∈ M, there exists πi ∈ Π such that πi(a) = b. Suppose we have a family Π
of transitive isometries for M (we will call such M transtive). For example, in the
Hamming space, the set of all shifts πx(w) = w ⊕ x is such a family (see Section 3.4
for more details on this example).

Let C be an (M, K, τ)-code. Then the general sketching scheme is the following:
given a input w ∈ M, pick a random codeword b ∈ C, pick a random permutation
π ∈ Π such that π(w) = b, and output SS(w) = π. To recover w given w′ and the
sketch π, find the closest codeword b′ to π(w′), and output π−1(b′). This works when
dis(w,w′) ≤ τ , because then dis(b, π(w′)) ≤ τ , so decoding π(w′) will result in b′ = b,
which in turn means that π−1(b′) = w.

A bound on the entropy loss of this scheme, which follows simply from “counting”
entropies, is |“π′′| − logK, where |“π′′| is the size, in bits, of a canonical description
of π. (We omit the proof, as it is a simple generalization of the proof of Lemma 3.4.)
Clearly, this quantity will be small if the family Π of transifitive isometries is small
and the code C is dense. (For the scheme to be usable, we also need the operations
on the code, as well as π and π−1, to be implementable reasonably efficiently.)

Constructions from Biometric Embeddings We now introduce a general tech-
nique that allows one to build good fuzzy extractors in some metric space M1 from
good fuzzy extractors in some other metric space M2. Below, we let dis(·, ·)i de-
note the distance function in Mi. The technique is to embed M1 into M2 so as to
“preserve” relevant parameters for fuzzy extraction.
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Definition 3.3. A function f :M1 →M2 is called a (τ1, τ2, t1, t2)-biometric embed-

ding if the following two conditions hold:

• For all w1, w
′
1 ∈M1 such that dis(w1, w

′
1)1 ≤ τ1, we have dis(f(w1), f(w2))2 ≤ τ2.

• For all W1 on M1 of min-entropy at least t1, f(W1) has min-entropy at least t2.

The following lemma is immediate:

Lemma 3.3. If f is (τ1, τ2, t1, t2)-biometric embedding of M1 into M2

and (Gen1(·),Rep1(·, ·)) is a (M2, t2, `, τ2, ε)-fuzzy extractor, then (Gen1(f(·)),
Rep1(f(·), ·)) is a (M1, t1, `, τ1, ε)-fuzzy extractor.

Notice that a similar result does not hold for secure sketches, unless f is injective
(and efficiently invertible).

We will see the utility of this particular notion of embedding (as opposed to
previously defined notions) in Section 3.6.

3.4 Constructions for Hamming Distance

In this section we consider constructions for the space M = {0, 1}n under the Ham-
ming distance metric.

The Code-Offset Construction Juels and Wattenberg [47] considered a notion
of “fuzzy commitment.”1 Given a binary [n, k, 2τ + 1] error-correcting code C (not
necessarily linear), they fuzzy-commit to X by publishing W⊕C(X). Their construc-
tion can be rephrased in our language to give a very simple construction of secure
sketches: for random X ← {0, 1}k, set

SS(W ;X) = W ⊕ C(X) . (3.1)

(Note that if W is uniform, this secure sketch direcly yields a fuzzy extractor with
R = X).

When the code C is linear, this is equivalent to revealing the syndrome of the
input w, and so we do not need the randomness X. Namely, in this case we could
have set

SS(w) = synC(w) (3.2)

(as mentioned in the introduction, this construction also appears implicitly in the
information reconciliation literature, e.g. [7, 8, 24]: when Alice and Bob hold secret
values which are very close in Hamming distance, one way to correct the differences
with few bits of communication is for Alice to send to Bob the syndrome of her word
w with respect to a good linear code.)

Since the syndrome of a k-dimensional linear code is n − k bits long, it is clear
that SS(w) leaks only n− k bits about w. In fact, we show the same is true even for
nonlinear codes.

1In their interpretation, one commits to X by picking a random W and publishing SS(W ;X).
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Lemma 3.4. For any [n, k, 2τ+1] code C and any t, SS above is a (M, t, t+k−n, τ)
secure sketch. It is efficient if the code C allows decoding errors in polynomial time.

Proof. Let D be the decoding procedure of our code C. Since D can correct up to τ

errors, if v = w ⊕ C(x) and dis(w,w′) ≤ τ , then D(w′ ⊕ v) = x. Thus, we can set

Rec(w′, v) = v ⊕ C(D(w′ ⊕ v)).
Let A be the joint variable (X,W ). Together, these have min-entropy t+ k when

H∞(W ) = t. Since SS(W ) ∈ {0, 1}n, we have H̃∞(W,X | SS(W )) ≥ t+ k − n. Now

given SS(W ), W and X determine each other uniquely, and so H̃∞(W | SS(W )) ≥
t+ k − n as well.

In Chap. 4, we present some generic lower bounds on secure sketches and extrac-
tors. Let A(n, d) denote the maximum number of codewords possible in a code of
distance d in {0, 1}n. Then Proposition 4.1 implies that the entropy loss of a secure
sketch for the Hamming metric is at least n − logA(n, 2τ + 1), when the input is
uniform (that is, when t = n). This means that the code-offset construction above is
optimal for the case of uniform inputs. Of course, we do not know the exact value of
A(n, d), never mind any efficiently decodable codes which meet the bound, for most
settings of n and d. Nonetheless, the code-offset scheme gets as close to optimality
as is possible in coding.

Getting Fuzzy Extractors As a warm-up, consider the case when W is uniform
(t = n) and look at the code-offset sketch construction: V = W ⊕ C(X). Setting
R = X, P = V and Rep(W ′, V ) = D(V ⊕W ′), we clearly get an (M, n, k, τ, 0) fuzzy
extractor, since V is truly random when W is random, and therefore independent
of X. In fact, this is exactly the usage proposed by Juels-Wattenberg, except they
viewed the above fuzzy extractor as a way to use W to “fuzzy commit” to X, without
revealing information about X.

Unfortunately, the above construction setting R = X only works for uniform W ,
since otherwise V could leak information aboutX. However, by using the construction
in Lemma 3.1, we get

Lemma 3.5. Given any [n, k, 2τ + 1] code C and any t, ε, we can get an (M, t, `,

τ, ε) fuzzy extractor, where ` = t+ k− n− 2 log(1/ε). The recovery Rep is efficient if

C allows decoding errors in polynomial time.

3.5 Constructions for Set Difference

Consider the collection of all sets of a particular size s in a universe U = [n] =
{1, ..., n}. The distance between two sets A,B is the number of points in A that
are not in B. Since A and B have the same size, the distance is half of the size of
their symmetric difference: 1

2
dis(A,B) = |A4B|. If A and B are viewed as n-bit

characteristic vectors over [n], this metric is the same as the Hamming metric (scaled
by 1/2). Thus, the set difference metric can be viewed as a restriction of the binary
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Hamming metric to all the strings with exactly s nonzero components. However, one
typically assumes that n is much larger than s, so that representing a set by n bits is
much less efficient than, say writing down a list of elements, which requires (s log n)
bits.

Large Versus Small Universes Most of this section studies situations where
the universe size n is super-polynomial in the set size s. We call this the large
universe setting. By contrast, the small universe setting refers to situations in which
n = poly(s). We want our various constructions to run in polynomial time and use
polynomial storage space. Thus, the large universe setting is exactly the setting in
which the n-bit string representation of a set becomes too large to be usable. We
consider the small-universe setting first, since it appears simpler (Section 3.5.1). The
remaining subsections consider large universes.

3.5.1 Small Universes

When the universe size is polynomial in s, there are a number of natural construc-
tions. Perhaps the most direct one, given previous work, is the construction of Juels
and Sudan [48]. Unfortunately, that scheme achieves relatively poor parameters (see
Section 3.5.2).

We suggest two possible constructions: first, to represent sets as n-bit strings and
use the constructions of the previous section (with the caveat that Hamming distance
is off by a factor of 2 from set difference). The second construction, presented below,
goes directly through codes for set difference, also called “constant-weight” codes.

In order to be able to compare the constructions, and for consistency with the
coding theory literature, we will in fact work with the Hamming metric here. Thus,
codes which correct any τ errors in set difference will have minimum distance at least
4τ + 1.

Permutation-based Sketch Recall the general construction of Section 3.1 for
transitive metric spaces, and observe that the set difference space is transitive. Specif-
ically, the family of permutations Π we use is simply the one induced by the set of all
permutations on the universe [n]. Let C ⊆ {0, 1}n be any [n, k, d] code (nonlinear) in
which all words have weight exactly s, and view elements of the code as sets of size
s. We obtain the following scheme, which produces a sketch of length n log n:

Algorithm 3.1 (Permutation-based sketch). Input: a set A ⊆ U = [n] of size s.

1. Choose B ⊆ [n] at random from the code C.

2. Choose a random permutation π : [n]→ [n] such that π(A) = B:

(That is, choose a random matching between A and B and a random matching

between [n]− A and [n]−B.)

3. Output SS(A) = π (say, by listing π(1), ..., π(n)).
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Lemma 3.6. Suppose that C is a [n, k, d] constant-weight-s code (for Hamming dis-

tance), then:

1. If d ≥ 4τ + 1, there is an algorithm Rec() such that Rec(A′, SS(A)) = A for

any sets A,A′ such that 1
2
|A4A′| ≤ τ . The algorithm is efficient if C has an

efficient decoding algorithm.

2. The left-over entropy is H̃∞(A | SS(A)) ≥ H∞(A) + k − log
(

n
s

)
.

Proof. (1) Given π and A′, we can compute B′ = π−1(A′). The intersection of B and

B′ is the same size as A∩A′, and so the Hamming distance between the characteristic

vectors of B and B′ is at most 2τ . Since the code has minimum distance d ≥ 4τ + 1,

it can correct 2τ errors, and so the closest codeword is B = π−1(A). All operations

are n log n-time except for (possibly) the random choice of B in the algorithm and

the decoding.

(2) Let X be the randomness used by the sketching algorithm. There are s!

possibilities for the matching from A to B and (n− s)! possibilities for the matching

from [n]−A to [n]−B. Hence, the min-entropy of the pair (A,X) is H∞(A)+log(s!(n−
s)!). There are n! possibilities for the sketch π, and so the average min-entropy of

(A,X) given SS(A) is at least H∞(A) + log(s!(n− s)!)− log(n!) = H∞(A)− log
(

n
s

)
.

Given A and SS(A) we can recover X exactly, and so H̃∞(A | SS(A)) is the same as

H̃∞(A,X | SS(A)).

Comparing the Hamming Scheme with the Permutation Scheme In order
to get a feeling for how the random permutation technique compares to simply using
Hamming-based schemes directly, we recall some notation from the coding theory
literature. Let A(n, d, s) denote the maximum size of a binary code for which all
codewords have weight exactly s. Here n is the length of the code and d is the
minimum distance. Let A(n, d) denote the maximum size of an (unrestricted) binary
code of length n and minimum distance d. In all cases, we’re interested in codes with
minimum distance d ≥ 4τ + 1, since we want to correct τ errors in the set difference
metric.

The code-offset construction was shown to have entropy loss n − logA(n, d) if
an optimal code is used; the random permutation scheme can have entropy loss
log
(

n
s

)
− logA(n, d, s) for an optimal code. The Bassalygo-Elias inequality (see [53])

shows that the bound on the random permutation scheme is always at least as good

as the bound on the code offset scheme: A(n, d) ·2−n ≤ A(n, d, s) ·
(

n
s

)−1
. This implies

that n− logA(n, d) ≥ log
(

n
s

)
− logA(n, d, s). Moreover, standard packing arguments

give better constructions of constant-weight codes than they do of ordinary codes. 2

In fact, the random permutations scheme is optimal for this metric, just as the code-
offset scheme is optimal for the Hamming metric: Proposition 4.1 shows that the

2This comes from the fact that the intersection of a ball of radius d with the set of all words of
weight s is much smaller than the ball of radius d itself.
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min-entropy loss of a secure sketch must be at least log
(

n
s

)
− logA(n, d, s), in the

case of a uniform secret set A. Thus in principle, it is better to use the random
permutation scheme. Nonetheless, there are caveats. First, we do not know of explic-
itly constructed constant-weight codes that beat the Elias-Bassalygo inequality and
would thus lead to better entropy loss for the random permutation scheme than for
the Hamming scheme (see [14] for more on constructions of constant-weight codes and
[1] for upper bounds). Second, much more is known about efficient implementation
of decoding for ordinary codes than for constant-weight codes; for example, one can
find off-the-shelf hardware and software for decoding many binary codes. In practice,
the Hamming-based scheme is likely to be more useful.

3.5.2 Improving the Construction of Juels and Sudan

We now turn to the large universe setting, where n is super-polynomial in s. Juels
and Sudan [48] proposed a secure sketch for the set difference metric (called a “fuzzy
vault” in that paper). They assume for simplicity that n = |U| is a prime power and
work over the field F = GF (n). On input set A, the sketch they produce is a set of
r pairs of points (xi, yi) in F , with s < r ≤ n.

Algorithm 3.2 (Juels-Sudan Secure Sketch). Input: a set A ⊆ U .

1. Choose p() at random from the set of polynomials of degree at most k = s−2τ−1

over F .

Write A = {x1, ..., xs}, and let yi = p(xi) for i = 1, ..., s.

2. Choose r − s distinct points xs+1, ..., xr at random from F − A.

3. For i = s+ 1, ..., r, choose yi ∈ F at random such that yi 6= p(xi).

4. Output SS(A) = {(x1, y1), ..., (xr, yr)} (in lexicographic order of xi).

The parameter r dictates the amount of storage necessary, one on hand, and also
the security of the scheme (that is, for r = s the scheme leaks all information and
for larger and larger r there is less information about A). Juels and Sudan actually
propose two analyses for the scheme. First, they analyze the case where the secret A
is distributed uniformly over all subsets of size s. Second, they provide an analysis
of a nonuniform password distribution, but only for the case r = n (that is, their
analysis only applies in the small universe setting, where Ω(n) storage is acceptable).
Here we give a simpler analysis which handles nonuniformity and any r ≤ n. We get
the same results for a broader set of parameters.

Lemma 3.7. The entropy loss of the Juels-Sudan scheme SS() above is at most

2τ log n+ log
(

n
r

)
− log

(
n−s
r−s

)
.

Proof. As for the code-offset, we can simply count entropies. Let X denote the

random bits used by the algorithm to generate SS(A). Choosing the polynomial p
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requires s − 2τ random choices from F . The choice of the remaining xi’s requires

log
(

n−s
r−s

)
bits, and choosing the y′is requires r − s random choices from F (we will

ignore the difference between F and F − {xi} here since it doesn’t affect the result

significantly). The min-entropy of the pair A,X is thus H̃∞(A,X) = H̃∞(A) + (r −
2τ) log(n) + log

(
n−s
r−s

)
. The output can be described in log

((
n
r

)
nr
)

bits, and hence we

get that H̃∞(A,X | SS(A)) = H̃∞(A) − 2τ log n + log
(

n−s
r−s

)
− log

(
n
r

)
. Finally, note

that X is entirely determined by A and SS(A), so the entropy of A,X given SS(A) is

the same as the entropy of A given SS(A).

In the large universe setting, we will have r � n (since we wish to have storage
polynomial in s). In that setting, the bound on the entropy loss of the Juels-Sudan
scheme is in fact very large. We can rewrite the entropy loss as 2τ log n − log

(
r
s

)
+

log
(

n
s

)
, using the identity

(
n
r

)(
r
s

)
=
(

n
s

)(
n−s
r−s

)
. Now the entropy of A is at most

(
n
s

)
,

and so our lower bound on the remaining entropy is (log
(

r
s

)
−2τ log n). To make this

quantity large requires making r very large.

Improved JS Sketches We suggest a modification of the Juels-Sudan scheme with
entropy loss at most 2τ log n and storage s log n. Our scheme has the advantage of
being even simpler to analyze. As before, we assume n is a prime power and work
over F = GF (n). An intuition for the scheme is that the numbers ys+1, ..., yr from
the JS scheme need not be chosen at random. One can instead evaluate them as
yi = p′(xi) for some polynomial p′. One can then represent the entire list of pairs
(xi, yi) using only the coefficients of p′.

Algorithm 3.3 (Modified JS Secure Sketch). Input: a set A ⊆ U .

1. Choose p() at random from the set of polynomials of degree at most k = s−2τ−1

over F .

2. Let p′() be the unique monic polynomial of degree exactly s such that p′(x) =

p(x) for all x ∈ A.

(Write p′(x) = xs+
∑s−1

i=0 aix
i. Solve for a0, ..., as−1 using the s linear constraints

p′(x) = p(x), x ∈ A.)

3. Output the list of coefficients of p′(), that is SS(A) = (a0, ..., as−1).

First, observe that solving for p′() in Step 2 is always possible, since the s con-
straints

∑s−1
i=0 aix

i = p(x)−xs are in fact linearly independent (this is just polynomial
interpolation).

Second, this sketch scheme can tolerate τ set difference errors. Suppose we are
given a set B ⊆ U which agrees with A in at least s− τ positions. Given p′ = SS(A),
one can evaluate p′ on all the points in the set B. The resulting vector agrees with p
on at least s−τ positions, and using the decoding algorithm for Reed-Solomon codes,
one can thus reconstruct p exactly (since k = s− 2τ − 1). Finally, the set A can be
recovered by finding the roots of the polynomial p′ − p: since p′ − p is not identically
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zero and has degree exactly s, it can have at most s roots and so p′ − p is zero only
on A.

We now turn to the entropy loss of the scheme. The sketching scheme invests
(s− 2τ) log n bits of randomness to choose the polynomial p. The number of possible
outputs p′ is ns. If X is the invested randomness, then the (average) min-entropy
(A,X) given SS(A) is at least H̃∞(A)−2τ log n. The randomness X can be recovered
from A and SS(A), and so we have H̃∞(A | SS(A)) ≥ H̃∞(A) − 2τ log n. We have
proved:

Lemma 3.8 (Analysis of Modified JS). The entropy loss of the modified JS

scheme is at most 2τ log n. The scheme has storage (s + 1) log n for sets of size s

in [n], and both the sketch generation SS() and the recovery procedure Rec() run in

polynomial time.

The short length of the sketch makes this scheme feasible for essentially any ratio
of set size to universe size (we only need log n to be polynomial in s). Moreover, for
large universes the entropy loss 2τ log n is essentially optimal for the uniform case
t = log

(
n
s

)
. Proposition 4.1 shows that for a uniformly distributed input, the best

possible entropy loss is t − t′ ≥ log
(

n
s

)
− logA(n, s, 4τ + 1), where A(n, s, d) is the

maximum size of a code of constant weight s and minimum Hamming distance d.
Using a bound of Agrell et al ([1], Theorem 12), the entropy loss is at least:

t− t′ ≥ log

(
n

s

)
− logA(n, s, 4τ + 1)

≥ log

(
n

s

)
− log

((
n

s− 2τ

)/( s

s− 2τ

))
= log

(
n− s+ 2τ

2τ

)
When n ≥ s, this last quantity is roughly 2τ log n, as desired.

3.5.3 Large Universes via the Hamming Metric: Sublinear-

Time Decoding (Revised December ’04)

In this section, we show that code-offset construction can in fact be adapted for small
sets in large universe, using specific properties of algebraic codes. We will show that
BCH codes, which contain Hamming and Reed-Solomon codes as special cases, have
these properties.

Syndromes of Linear Codes For a [n, k, d] linear code C over GF (q) with parity
check matrix H, recall that the syndrome of a word w ∈ GF (q)n is syn(w) = Hw.
The syndrome has length n− k, and the code is exactly the set of words c such that
syn(c) = 0n−k. The syndrome captures all the information necessary for decoding.
That is, suppose a codeword c is sent through a channel and the word w = c + e is
received. First, the syndrome of w is the syndrome of e: syn(w) = syn(c) + syn(e) =
0 + syn(e) = syn(e). Moreover, for any value u, there is at most one word e of weight
less than d/2 such that syn(e) = u (the existence of a pair of distinct words e1, e2
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would mean that e1−e2 is a codeword of weight less than d). Thus, knowing syndrome
syn(w) is enough to determine the error pattern e if not too many errors occurred.

As mentioned before, we can reformulate the code-offset construction in terms of
syndrome: SS(w) = syn(w). The two schemes are equivalent: given syn(w) one can
sample from w+C(X) by choosing a random string v with syn(v) = syn(w); conversely,
syn(w+C(X)) = syn(w). This reformulation gives us no special advantage when the
universe is small: storing w + C(X) is not a problem. However, it’s a substantial
improvement when n� n− k.

Syndrome Manipulation for Small-Weight Words Suppose now that we have
a small set A ⊆ [n] of size s, where n� s. Let xA ∈ {0, 1}n denote the characteristic
vector of A. If we want to use syn(xA) as the sketch of A, then we must choose a
code with n− k ≤ log

(
n
s

)
≈ s log n, since the sketch has entropy loss (n− k) and the

maximum entropy of A is log
(

n
s

)
.

Binary BCH codes are a family of [n, k, d] linear codes with d = 4τ + 1 and
k = n − 2τ log n (assuming n + 1 is a power of 2) (see, e.g. [53]). These codes are
optimal for τ � n by the Hamming bound, which implies that k ≤ n− log

(
n
2τ

)
[53].3

Using the code-offset sketch with a BCH code C, we get entropy loss n−k = 2τ log n,
just as we did for the modified Juels-Sudan scheme (recall that d ≥ 4τ + 1 allows us
to correct τ set difference errors).

The only problem is that the scheme appears to require computation time Ω(n),
since we must compute syn(xA) = HxA and, later, run a decoding algorithm to recover
xA. For BCH codes, this difficulty can be overcome. A word of small weight x can
be described by listing the positions on which it is nonzero. We call this description
the support of x and write supp(x) (that is supp(xA) = A).

Lemma 3.9. For a [n, k, d] binary BCH code C one can compute:

1. syn(x), given supp(x), and

2. supp(x), given syn(x) (when x has weight at most (d− 1)/2),

in time polynomial in |supp(x)| = weight(x) · log(n) and |syn(x)| = n− k.

The proof of Lemma 3.9 requires a careful reworking of the standard BCH de-
coding algorithm. The details are presented in Section 3.5.4. For now, we present
the resulting sketching scheme for set difference. The algorithm works in the field
GF (2m) = GF (n+1), and assumes a generator α for GF (2m) has been chosen ahead
of time.

Algorithm 3.4 (BCH-based Secure Sketch). Input: a set A ⊆ GF (2m)∗ of size

s (that is, n = 2m − 1).

3The Hamming bound is based on the observation that for any code of distance d, the balls of
radius b(d− 1)/2c centered at various codewords must be disjoint. Each such ball contains

(
n

b(d−1)/2c
)

points, and so 2k
(

n
b(d−1)/2c

)
≤ 2n. In our case d = 4τ + 1 and so the bound yields k ≤ n− log

(
n
2τ

)
.
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1. Let Ai =
∑

x∈A x
i.

2. Output SS(A) = (A1, A3, A5, ..., A4τ+1) (computations in GF (2m)).

Lemma 3.9 yields the algorithm Rec() which recovers A from SS(A) and any set
which intersects A in at least s − τ points. However, the bound on entropy loss is
easy to see: the output is 2τ log n bits long, and hence the entropy loss is at most
2τ log n. We obtain:

Theorem 3.10. The BCH scheme above is a [t, t−2τ log n, t] secure sketch scheme for

set difference with storage 2τ log n. The algorithms SS and Rec both run in polynomial

time.

3.5.4 Syndrome Decoding in Sublinear Time

(Revised December ’04)

We show that the standard decoding algorithm for BCH codes can be modified to
run in time polynomial in the length syndrome. This works for BCH codes over any
field GF (q), which include Hamming codes in the binary case and Reed-Solomon
for the case n = q − 1. BCH codes are handled in detail in many textbooks (e.g.,
[53]); our presentation here is quite terse. For simplicity, we only discuss primitive,
narrow-sense BCH codes here; the discussion extends easily to the general case.

The algorithm discussed here has revised due to an error pointed out by Ari
Trachtenberg.

We’ll use a slightly non-standard formulation of BCH codes, in which the positions
of the code are listed in a different order than usual.

Definition 3.4. Let n = qm−1. We will work in two finite fields: GF (q) and a larger

extension field F = GF (qm). The (narrow-sense, primitive) BCH code of designed

distance δ over GF (q) (of length n) is given by the set of vectors of the form
(
cx
)

x∈F∗
such that each cx is in the smaller field GF (q), and the vector satisfies the constraints∑

x∈F∗ cxx
i = 0, for i = 1, . . . , δ − 1, with arithmetic done in the larger field F .

To explain this definition, let us fix a generator α of the multiplicative group of
the large field F∗. For any vector of coefficients

(
cx
)

x∈F∗ , we can define a polynomial

c(z) =
∑

x∈GF (qm)∗

cxz
dlog(x)

where dlog(x) is the discrete logarithm of x with respect to α. The conditions of the
definition above then reduce to the requirement that c(αi) = 0 for i = 1, . . . , δ − 1.

We can simplify this somewhat. Because the coefficients cx are in GF (q), they
satisfy cqx = cx. Using the identity (x + y)q = xq + yq, which holds even in the large
field F , we have c(αi)q =

∑
x 6=0 c

q
xx

iq = c(αiq). Thus, roughly a 1/q fraction of the
conditions in the definition are redundant: we only need to check that they hold for
i ∈ {1, ..., δ − 1} such that q 6 |i.
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The syndrome of a word (not necessarily a codeword) (px)x∈F∗ ∈ GF (q)n with
respect to the BCH code above is the vector

syn(p) = p(α1), . . . , p(αδ−1), where p(αi) =
∑
x 6=0

pxx
i.

As mentioned above, we do not in fact have to include the values p(αi) such that q|i.

Representation Issues Because we are interested in algorithms that run in time
much less than the size of the field, the exact representation of field elements is impor-
tant. The elements of a finite field are typically represented as strings of m symbols
from an alphabet of size q (for simplicity, think of q = 2). This representation allows
one to add and multiply field elements relatively efficiently (in time Õ(m log q), where
the Õ notation hides polylogarithmic factors). We can define a canonical ordering
lex : F∗ → {1, . . . , n} corresponding to lexicographic ordering of the strings repre-

senting field elements. This allows us to write F∗ = {x1, ..., xn} where xi
def
= lex−1(i).

The important point here is that both lex() and lex−1() are efficiently computable (in
fact, in the case q = 2, the binary representations of x and lex(x) could simply be
taken to be identical).

Note that in the typical formulation of BCH codes, one orders elements according
to the discrete logarithm (i.e. xi = αi). The problem is that computing the discrete
logarithm is generally thought to require much more than polynomial time (here the
length of the input is m log q). We will need to compute i from xi and vice versa,
and so the lexicographic ordering of the field elements is more appropriate. A wrong
of ordering was the source of an error in an earlier version of this work, and so we’ve
taken particular care to make the issue explicit here.

Computing with Low-Weight Words A low-weight word p ∈ GF (q)n can be
represented either as a long string or, more compactly, as a list of positions where it
is nonzero and its values at those points. We call this representation the support list
of p and denote it supp(p) = {(x, px)}x:px 6=0.

Lemma 3.11. For a q-ary BCH code C of designed distance δ, one can compute:

1. syn(p), given supp(p), and

2. supp(p), given syn(p) (when p has weight at most (δ − 1)/2),

in time polynomial in |supp(p)| = weight(p)·log(n)·log(q) and |syn(p)| = (n−k) log q.

Note that |syn(p)| ≤ m d(δ − 2)(q − 1)/qe ≈ δ ·m ·(1−1/q) log(q). In particular, when

q = 2 we get |syn(p)| = m(δ − 1)/2.

Proof. Recall that syn(p) = (p(α), ..., p(αδ−1)) where p(αi) =
∑

x 6=0 pxx
i. Part (1) is

easy, since to compute the syndrome we only need to compute the powers of x. This

requires about δ ·weight(p) multiplications in F . For Part (2), we adapt the standard
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BCH decoding algorithm, based on its presentation in [53]. LetM = {x ∈ F∗|px 6= 0},
and define

σ(z)
def
=
∏
x∈M

(1− xz) and ω(z)
def
= σ(z)

∑
y∈M

pjyz

(1− yz)

Since (1 − yz) divides σ(z) for j ∈ M , we see that ω(z) is in fact a polynomial of

degree at most |M | = weight(p) ≤ (δ − 1)/2. The polynomials σ(z) and ω(z) are

known as the error locator polynomial and evaluator polynomial, respectively.

We will in fact work with our polynomials modulo zδ. In this arithmetic the

inverse of (1 + xz) is
∑δ

`=1(xz)
`−1, that is

(1 + xz)
δ∑

`=1

(xz)`−1 ≡ 1 mod zδ.

We are given p(α`) for ` = 1, ..., δ. Let S(z) =
∑δ−1

`=1 p(α
`)z`. Note that S(z) ≡∑

x∈M px
xz

(1+xz)
mod zδ. This implies that

S(z)σ(z) ≡ ω(z) mod zδ.

The algorithm will consist of finding any non-zero solution w′(z), σ′(z) to this

congruence. This will be good enough since the solution ω(), σ() is “unique” in the

following sense: any other solution ω′(z), σ′(z) satisfies w′(z)/σ′(z) = ω(z)/σ(z). To

see why this is, multiply the initial congruence by σ′() to get ω(z)σ′(z) ≡ σ(z)ω′(z)

mod zδ. Since the both sides of the congruence have degree at most δ − 1, they are

in fact equal as polynomials.

Thus it is sufficient to find any solution σ′(), ω′() to the congruence S(z)σ′(z) =

ω′(z) mod zδ and reduce the resulting fraction ω′(z)/σ′(z) to obtain a solution ω(), σ()

of minimal degree. Finally, the roots of σ(z) are the points x−1 for x ∈ M , and the

exact value of px can be recovered using the equation ω(x−1) = px

∏
y∈M,y 6=x(1−yx−1).

Solving the congruence only requires solving a system of δ − 1 linear equations

involving δ variables, which is certainly polynomial in δ log(qm). The reduction of the

fraction ω′(z)/σ′(z) requires only running Euclid’s algorithm for finding the g.c.d. of

two polynomials. Finally, finding the roots of σ() can be done in time quadratic in the

degree of σ(), which is at most δ/2. The overall running time of the decoding proce-

dure is Õ(δ3m log q). This yields an improvement over standard decoding algorithms

(which run in time Õ(n) = Õ(qm)) roughly whenever δ = o( 3
√
n/log(n)).

A Dual View of the Algorithm Readers may be used to seeing a different for-
mulation of BCH codes, in which a codeword is the vector c(x1), . . . , c(xn) given by
polynomials over the large field F of degree at most n − δ such that c(xi) ∈ GF (q)
for all i. The equivalence of the two formulations is standard.

The syndrome and algorithm above have a natural interpretation in this evaluation-
based formulation. For any polynomial P (z) over F of degree at most n − 1, the
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syndrome of the vector (P (x1), . . . , P (xn)) is in fact the top δ − 1 coefficients of P .
That is, ∑

x∈F∗
P (x)xi = −p(n−i), where P (z) =

n−1∑
i=0

p(i)zi.

This is an example of a remarkable duality between evaluations of polynomials and
their coefficients: the syndrome can be viewed both as the evaluation of a polynomial
whose coefficients are given by the vector, or as the the coefficients of the polynomial
whose evaluations are given by a vector.

The algorithm from the previous lemma can also be viewed naturally in this dual
world: given syn(P (x1), ..., P (xn)), the goal is to find a polynomial σ(z), of degree
at most (δ − 1)/2, such that the product P (z)σ(z) is equivalent to a polynomial of
degree at most n− (δ−1)/2. The equivalence here comes from the fact that in a field
of size qm the relation xqm−1 = 1 always holds for x 6= 0, and so we may work with
polynomials modulo the relation zqm−1−1 (the normal relation would be zqm−z, but
we are not evaluating the polynomials at the point 0 so we may use a more restricted
relation). It is easy to see why such a polynomial σ must exist when (P (x1), ..., P (xn))
has weight at most (δ− 1)/2, since the error locator polynomial σ(z) =

∏
x∈M(z− x)

will satisfy the requirement. Finding a non-zero solution involves solving the same
system of linear equations as bofre, except that now we may view them as setting the
top coefficients of P (z)σ(z) mod (zqm−1 − 1) to zero (instead of the top coefficients
of S(z)σ(z) mod zδ).

As before, the roots of σ(z) give a super-set of M (the proof is very similar to the
one above). The exact set M and the values of P (x) inside M can then be recovered
by solving the linear system of equations implied by the value of the syndrome.

A more detailed version of the standard decoding algorithm in the “evaluation-
based” view of BCH codes may be found in Sudan’s lecture notes, Chapter 10.

3.6 Constructions for Edit Distance

First we note that simply applying the same approach as we took for the transitive
metric spaces before (the Hamming space and the set difference space for small uni-
verse sizes) does not work here, because the edit metric does not seem to be transitive.
Indeed, it is unclear how to build a permutation π such that for any w′ close to w, we
also have π(w′) close to x = π(w). For example, setting π(y) = y ⊕ (x⊕ w) is easily
seen not to work with insertions and deletions. Similarly, if I is some sequence of
insertions and deletions mapping w to x, it is not true that applying I to w′ (which
is close to w) will necessarily result in some x′ close to x. In fact, then we could even
get dis(w′, x′) = 2dis(w, x) + dis(w,w′).

Perhaps one could try to simply embed the edit metric into the Hamming met-
ric using known embeddings, such as conventionally used low-distorion embeddings,
which provide that all distances are preserved up to some small “distortion” factor.
However, there are no known nontrivial low-distortion embeddings from the edit met-
ric to the Hamming metric. Moreover, it was recently proved by Andoni et al [4] that
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no such embedding can have distortion less than 3/2, and it was conjectured that a
much stronger lower bound should hold.

Thus, as the previous approaches don’t work, we turn to the embeddings we
defined specifically for fuzzy extractors: biometric embeddings. Unlike low-distortion
embeddings, biometric embeddings do not care about relative distances, as long as
points that were “close” (closer than τ1) do not become “distant” (farther apart than
τ2). The only additional requirement of biometric embeddings is that they preserve
some min-entropy: we do not want too many points to collide together, although
collisions are allowed, even collisions of distant points. We will build a biometric
embedding from the edit distance to the set difference.

A c-shingle [13], which is a length-c consecutive substring of a given string w. A
c-shingling [13] of a string w of length n is the set (ignoring order or repetition) of
all (n − c + 1) c-shingles of w. Thus, the range of the c-shingling operation consists
of all nonempty subsets of size at most n − c + 1 of {0, 1}c. To simplify our future
computations, we will always arbitrarily pad the c-shingling of any string w to contain
precisely n distinct shingles (say, by adding the first n − |c-shingling| elements of
{0, 1}c not present in the given c-shingling). Thus, we can define a deterministic map
SHc(w) which maps w into n substrings of {0, 1}c, where we assume that c ≥ log2 n.
Let Edit(n) stand for the edit metric over {0, 1}n, and SDif(N, s) stand for the set
difference metric over [N ] where the set sizes are s. We now show that c-shingling
yields pretty good biometric embeddings for our purposes.

Lemma 3.12. For any c > log2 n, SHc is a (τ1, τ2 = cτ1, t1, t2 = t1− n log2 n
c

)-biometric

embedding of Edit(n) into SDif(2c, n).

Proof. Assume dis(w1, w
′
1)ed ≤ τ1 and that I is the smallest set of 2τ1 insertions and

deletions which transforms w into w′. It is easy to see that each character deletion

or insertion affects at most c shingles, and thus the symmetric difference between

SHc(w1) and SHc(w2) ≤ 2cτ1, which implies that dis(SHc(w1), SHc(w2))sd ≤ cτ1, as

needed.

Now, assume w1 is any string. Define gc(w1) as follows. One computes SHc(w1),

and stores n resulting shingles in lexicographic order h1 . . . hn. Next, one naturally

partitions w1 into n/c disjoint shingles of length c, call them k1 . . . kn/c. Next, for

1 ≤ j ≤ n/c, one sets pc(j) to be the index i ∈ {1 . . . n} such that kj = hi. Namely, it

tells the index of the j-th disjoint shingle of w1 in the ordered n-set SHc(w1). Finally,

one sets gc(w1) = (pc(1) . . . pc(n/c)). Notice, the length of gc(w1) is n
c
· log2 n, and

also that w1 can be completely recovered from SHc(w1) and gc(w1).

Now, assume W1 is any distribution of min-entropy at least t1 on Edit(n). Since

gc(W ) has length (n log2 n/c), its min-entropy is at most this much as well. But since

min-entropy of W1 drops to 0 when given SHc(W1) and gc(W1), it means that the

min-entropy of SHc(W1) must be at least t2 ≥ t1 − (n log2 n)/c, as claimed.

We can now optimize the value c. By either Lemma 3.8 or Theorem 3.10, for arbi-
trary universe size (in our case 2c) and distance threshold τ2 = cτ1, we can construct a
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secure sketch for the set difference metric with min-entropy loss 2τ2 log2(2
c) = 2τ1c

2,
which leaves us total min-entropy t′2 = t2 − 2τ1c

2 ≥ t1 − n log n
c
− 2τ1c

2. Apply-
ing further Lemma 3.1, we can convert it into a fuzzy extractor over SDif(2c, n) for
the min-entropy level t2 with error ε, which can extract at least ` = t′2 − 2 log

(
1
ε

)
≥

t1− n log n
c
−2τ1c

2−2 log
(

1
ε

)
bits, while still correcting τ2 = cτ1 of errors in SDif(2c, n).

We can now apply Lemma 3.3 to get an (Edit(n), t1, t1− n log n
c
−2τ1c

2−2 log
(

1
ε

)
, τ1, ε)-

fuzzy extractor. Let us now optimize for the value of c ≥ log2 n. We can set
n log n

c
= 2τ1c

2, which gives c = (n log n
2τ1

)1/3. We get ` = t1− (2τ1n
2 log2 n)1/3− 2 log

(
1
ε

)
and therefore

Theorem 3.13. There is an efficient (Edit(n), t1, t1 − (2τ1n
2 log2 n)1/3 − 2 log

(
1
ε

)
,

τ1, ε) fuzzy extractor. Setting τ1 = t31/(16n
2 log2 n), we get an efficient (Edit(n), t1,

t1
2
−2 log

(
1
ε

)
,

t31
16n2 log2 n

, ε) fuzzy extractor. In particular, if t1 = Ω(n), one can extract

Ω(n) bits while tolerating Ω(n/ log2 n) insertions and deletions.

3.7 Alternate Error Models and List-Decoding

The error model considered so far in this work is very restrictive: we required that
secure sketches and fuzzy extractors accept any secret w′ within distance d of the
original input w.

This model is simple to reason about and work with but seems too stringent
for many applications. If the data in question is an iris scan, there is no reason to
assume that the error would be adversarial: if the adversary could control the reader,
she could simply learn the original iris scan completely and be done with it.

In this section, we consider a several more realistic error models and show how the
constructions of the previous sections can be tweaked to gain greater error-correcting
in each model.

Random Errors There is a simple, known distribution on the errors which occur
in the data. For the Hamming metric, the most common model is the binary
symmetric channel BSCp: each bit of the input is flipped with probability p
and left untouched with probability 1− p.

Data-only-dependent Errors The errors are adversarial, bounded to a maximum
magnitude of d, but depend only on w, and not, for example, on the particular
value of a secure sketch SS(w).

Computationally-bounded Errors The errors are adversarial and may depend
on both w and the publicly stored information (e.g. SS(w)). However, there
is a probabilistic circuit of polynomial size which computes w′ from w. The
adversary cannot, for example, forge a digital signature and base the error
pattern on the signature. (We’d like to thank Chris Peikert for pointing out
this model to us.)
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Hamming Metric Each of these three models has been studied in literature on
error-correcting codes for the Hamming metric. The random and computationally-
bounded error models both make obvious sense in the coding context [74, 59]. The
second model doesn’t immediately make sense in a coding situation, since there is no
data other than the transmitted codeword on which errors could depend. The model
can be made logical by allowing the sender and receiver to share either (1) common,
secret random coins (see [51] and references therein) or (2) a side channel with which
they can communicate a small number of noise-free, secret bits [42].

Existing results on these three models for the Hamming metric can be transported
directly to our context using the code-offset construction(Eqn. 3.1, page 41):

SS(W ;X) = W ⊕ C(X) .

Roughly, any code which corrects errors in the models above will lead to a secure
sketch (resp. fuzzy extractor) which corrects errors in the model.

3.7.1 Example: Random Errors in the Hamming Metric

The random error model was famously considered by Shannon [74]. He showed that
for any discrete, memoryless channel, the rate at which information can be reliably
transmitted is characterized by the maximum mutual information between the inputs
and outputs of the channel. For the binary symmetric channel with crossover proba-
bility p, this means that there exist codes encoding k bits into n bits, tolerating errror
probability p in each bit if and only if

k

n
< 1− h(p)− δ(n)

where h(p) = −p log p − (1 − p) log(1 − p) and δ(n) = o(1). Computationally effi-
cient codes achieving this bound were found later, largely due to pioneering work of
Forney [37]. Thus, we can state the following:

Proposition 3.14. For any error rate 0 < p < 1/2 and constant δ > 0, for large

enough n there exist secure sketches with entropy loss (h(p)+ δ)n, which correct error

rate of p in the data with high probability.

The quantity h(p) is less than 1 for any p in the range (0, 1/2). In particular,
one can get non-trivial secure sketches even for a very high error rate p < 1/2. Note
that several other works on biometric cryptosystems consider the model of random-
ized errors and obtain similar results, though they are only stated for the uniform
distribution on inputs [82, 22].

3.7.2 Improved Error-Correction via List Decoding

As mentioned above, the results on codes for other error models in the Hamming
space [42, 51, 59] extend easily to secure sketches. Several of those constructions
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work by transformations list decodable codes, defined below, into uniquely decodable
codes for a particular error model.

As discussed below, the transformations of [42, 51, 59] can also be used in the
setting of secure sketches, leading to better bounds on the number of tolerated errors
in the second and third models above (errors which depend only on the data, or errors
which are introduced by a computationally bounded adversary).

A code C in a metric spaceM is called list-decodable with list size L and distance
τ if for every point x ∈ M, there are at most L codewords within distance τ of M.
A list-decoding algorithm takes as input a word x and returns the corresponding list
c1, c2, ... of codewords. The most interesting setting is when L is a small polynomial
(in the description size log |M|), and there exists an efficient list-decoding algorithm.
It is then feasible for an algorithm to go over each word in the list and accept if it has
some desirable property. There are many examples of such codes for the Hamming
space; for a survey see Guruswami’s thesis [43].

Similarly, we can define a list-decodable secure sketch with size L and distance τ
as follows: for any pair of words w,w′ ∈ M at distance at most τ , the algorithm
Rec(w′, SS(w)) returns a list of at most L points inM; if dis(w,w′) ≤ τ , then one of
the words in the list must be w itself. The simplest way to obtain a list-decodable
secure sketch is to use the code-offset construction of Section 3.4 with a list-decodable
code for the Hamming space. One obtains a different example by running the modified
Juels-Sudan scheme, replacing ordinary decoding of Reed-Solomon codes with list
decoding. This yields a significant improvement in the number of errors tolerated at
the price of returning a list of possible candidates for the original secret.

Sieving the List Given a list-decodable secure sketch SS, all that’s needed is to
store some additional information which allows the receiver to disambiguate w from
the list. Let’s suggestively name the additional information Tag(w). We describe two
transformations inspired by [42, 51, 59].

1. If the errors in the data w′ do not depend on the value of Tag(w), then one
can store Tag(w) = I, hI(w) where {hi}i∈I comes from an XOR-universal hash
family from M to {0, 1}`, where ` = log

(
1
ε

)
+ logL and ε is the probability of

an incorrect decoding.

The proof is simple: the values w1, ..., wL do not depend on I, and so for any
value wi 6= w, the probability that hI(wi) = hI(w) is 2−`. There are at most L
possible candidates, and so the probability that any one of the elements in the
list is accepted is at most L · 2−` = ε

The additional entropy loss incurred is at most ` = log
(

1
ε

)
+ log(L).

2. If the corrupted word w′ depends on both w and SS(w), but w′ is computed by
a polynomial time circuit, then one can store Tag = hash(w), where w is drawn
from a collision-resistant function family. The adversary succeeds only if he can
find a value wi 6= w such that hash(wi) = hash(w), that is only by finding a
collision for the hash function.
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The additional entropy loss of this scheme is equal to the output length of the
hash function. If we think of ε as the probability of a decoding error, then for
standard assumptions on hash functions this loss will be polynomial in log(1/ε).

3.8 Application: Password Authentication

One of the key applications discussed in the Introduction was password authentication—
a server would like to store information which allows it to verify the identity of a user,
but wants to ensure that if the stored information is ever made public, the password
is not leaked.

Specifically, we would like to construct a pair of (possibly randomized) functions
Store() and V erify(). Given the password w the server will compute and store
s← Store(w). When a user presents a potential password w′, the server accepts the
user if and only if V erify(w′, s) = 1. Informally, we would like to guarantee two
conditions:

1. (Completeness) If s ← Store(w) is computed correctly, then for any w′ within
distance d of w, running V erify(w′, s) returns “accept” with high probability.

2. (Soundness) The adversary succeeds at breaking the scheme if, given only s =
Store(w), she can produce a value w̃′ such that V erify(s, w̃′) = 1. This event
should happen with probability at most ε, where the probability is over w, the
randomness used in computing s, and the randomness used by the adversary.

Such a statement can only hold for computationally bounded adversaries, since
given enough time one can always try all possible words w until the right one
is found.

Suppose we’re given a cryptographic hash function hash() from n bits to ` bits.
Given the discussion in the introduction, the natural solution is to store a secure
sketch of w as well as the hash. Let SS be a secure sketch.

Store(w) = SS(w), hash(w) (3.3)

This solution satisfies the first condition above (completeness): given w′ close to
w, the verification algorithm uses SS(w) to recover w and then checks that the hash
value yields what it should.

Ensuring soundness is more delicate. If the adversary finds a string w̃′ which passes
verification, then the adversary has in fact found string w̃ = Rec(w̃′, SS(w)) which
hashes to the same value as the original w. Depending on the exact assumptions on
the function hash(), this may or may not yield a contradiction.

We consider three different “strengths” of the assumption on hash(). Assume that
the conditional entropy H̃∞(W |SS(W )) = m′.

• If we assume that hash() acts like a completely random function (the “random
oracle” model), then the natural solution always works. If the output length
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of the random oracle is `, then the adversary’s probability of breaking the
soundness condition is O((2−m′

+ 2−`) · T ), where T is number of queries made
to the function hash() by the adversary.

(In particular, if the adversary is polynomial time, and m and ` are large, say√
n, then the adversary’s chance of succeeding is O(poly(n) · 2−

√
n), which is

negligible for large values of n.)

• If we assume that hash() was drawn from a collision-resistant function family,
then the solution in Eqn. 3.3 can be proven secure as long as the output of
hash() function is sufficiently short.

If the output length ` is at most m′− log
(

1
ε

)
+1, and the adversary’s probability

of finding collisions for hash() is bounded above by δ,4 then the probability that
the adversary with similar computation time can break the soundness is O(ε+δ).
No restriction on the input length of hash() is necessary, except that it must be
at least n to take w as input.

• Finally, if we only assume that hash() is a one-way function, then we actually
have to modify the scheme for the proof to through, since the definition of
a one-way function only gives a guarantee when the input to the function to
be uniformly distributed. Let hi : {0, 1}n → {0, 1}N a family of XOR-universal
hash functions. Consider the storage function:

Store(w) = SS(w), I, hash(hI(w)) (3.4)

If the adversary’s chance of inverting the function hash() on a random input
is δ, and the output length ` of hash() is at most m′ − 2 log

(
1
ε

)
+ 1, then an

adversary with similar computation time can break the soundness condition
of with probability O(ε + δ). No restriction on the input length of hash() is
necessary, except that it must be at least n to take w as input.

We only explain the last of these three statements in detail, since it is the most
complicated. We leave the first two as exercises for the interested reader.

Assume that hash : {0, 1}n → {0, 1}` is a (strongly) one-way function. Since
we are interested in security against polynomial-time adversaries, we should, strictly
speaking, talk about families of one-way functions (for infinitely many input lengths)
and also about families of authentication storage schemes. However, for simplicity,
we will avoid this discussion here and assume that an adversary with some particular
running time T (say T = nlog n to capture polynomial-time adversaries) cannot find
a pre-image of a randomly chosen image with probability better than δ. That is,

For all probabilistic circuits A′ of size at most T ,

Pr[u← {0, 1}n, y = hash(u), u′ ← A′(y) : hash(u′) = y] ≤ δ (3.5)

4There is also an implicit lower bound on `. If an adversary’s probability of finding a collision is
at most δ, then the output length of the function must be at least log

(
1
δ

)
since otherwise a simple

sampling attack would succeed with probability better than δ.
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In order to reduce the soundness of the password authentication scheme to the
one-way-ness of hash(), suppose there is an adversary circuit A which can break the
soundness condition. That is, given the tuple Store(w) = 〈SS(w), I, hash(hI(w)〉), the
circuit A produces w̃′ which passes verification. It is sufficient to prove that Store(w)
is indistinguishable from a tuple SS(w), I, hash(u), where u is selected randomly from
{0, 1}n, independently of w.

This doesn’t follow immediately from the left-over hash lemma 2.2, since the
functions hash(hi(·)) are not really strong enough (the distribution on the outputs of
hash() may not be uniformly random). However, in the appendix we prove a variant
of the leftover hash lemma which does cover such functions (Lemma A.2). We obtain:

Corollary 3.15 (from Lemma A.2). If ` < H̃∞(W |SS(W ))− 2 log
(

1
ε

)
− 1, then

Store(W ) ≈ε 〈SS(W ), I, hash(Un)〉

where Un ← {0, 1}N is independent of W .

To complete the proof, we’ll make an additiional assumption: sampling from the
distribution W should be polynomial time (this assumption isn’t strictly necessary,
but makes the reduction uniform).

Given an circuit A which breaks the soundness condition, we build A′ for inverting
hash() as follows: on input y, sample w ← W , sample i ← I, compute SS(w) and
output

A′(y) = hi(Rec(A(SS(w), i, y) , SS(w))).

By the corollary above, A behaves almost identically on inputs Store(w) and the
tuple SS(w), I, hash(Un). If A succeeds at breaking soundness with probability β,
then with probability β − ε (since the inputs are within statistical difference ε), the
algorithm A′ will invert hash(). This yields a contradiction if A’s success rate is more
than ε+δ and the running time of A′ is less than T . Since the reduction is polynomial
time (the algorithm A has very little computation to do beyond running A′), we get
a contradicition when the running time of A is bounded above by T − poly(n) for
some sufficiently large polynomial. If T = nlog n then, for example, we can limit the
running time of A to T/2.
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Chapter 4

Lower Bounds from Coding

This section specifies and proves the lower bounds on secure sketches and fuzzy ex-
tractors which were discussed in the previous sections. We in fact discuss two kinds
of lower bounds.

First, we address the min-entropy loss. By Proposition 4.1 (resp. 4.2), if there ex-
ists a secure sketch (resp. fuzzy extractor) with error correction radius τ and entropy
loss t, then there exists a code with minimum distance 2τ+1 and redundancy slightly
less than τ . The redundancy of a code C in a metric spaceM is log(frac|C|M). For
a block code from k bits to n bits, the redundancy is n− k.

This implies that the constructions we describe for the Hamming and set difference
metrics are optimal when the input distribution is uniform: both constructions have
entropy loss tied to the redundancy of a code. In the code-offset construction, one can
use a code with optimal redundancy. In the case of set difference, both constructions
have entropy loss equal to the redundancy of BCH codes, which are optimal among
codes with redundancy o(n) [53].

The second set of lower bounds addresses loss of Shannon entropy. Separate
proofs are necessary since, even though the min-entropy of W may drop significantly
given SS(W ), this does not directly imply a significant drop in Shannon entropy—the
relation between the two notions of entropy is too weak (the only general relationship
is H∞(W ) ≤ Hsh(W ). Nonetheless, Propositions 4.3 and 4.5 show that in certain
cases, a good deal of Shannon information must be leaked.

Informally, the first set of bounds is “operational”: bounds on min-entropy loss
show that bounds on how much key material can be derived using the sorts of tech-
niques in this work. Their main use is to understand which constructions are essen-
tially optimal, and which ones leave room for improvement. The bounds on Shannon
entropy, on the other hand, are “semantic”: they show that information about W—in
its commonly accepted mathematical formulation— is leaked by SS(W ). We will use
the second set of bounds in the next part of the thesis as intuition for the notion of
entropically-secure fuzzy fingerprints.
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4.1 Bounds on Loss of Min-Entropy

First, some notation: Recall that an (M, K, τ) code is a subset of the metric space
M which can correct τ errors (this is slightly different from the usual notation of the
coding theory literature.

Let K(M, τ) be the largest K for which there exists an (M, K, τ)-code. Given
any set S of 2t points inM, we let K(M, τ, S) be the largest K such that there exists
an (M, K, τ)-code all of whose K points belong to S. Finally, we let L(M, τ, t) =
log(min|S|=2m K(n, τ, S)). Of course, when t = log |M| = logN , we get L(M, τ, n) =
logK(M, τ). The exact determination of quantities K(M, τ) and K(M, τ, S) form
the main problem of coding theory, and is typically very hard. To the best of our
knowledge, the quantity L(M, τ, t) was not explicitly studied in any of three metrics
that we study, and its exact determination seems very hard as well.

The two following propositions give lower bounds (one for secure sketches, the
other for fuzzy extractors) which show that the constructions for the Hamming and
Set Difference metrics are essentially optimal, at least when the original input distri-
bution is uniform.

The basic idea is the same in both cases: the existence of secure sketches (resp.
fuzzy extractors) with small entropy lossimplies the existence of codes with small
redundancy. We can then rely on existing lower bounds on the redundancy of codes
to get bounds on sketches and extractors. The case of codes over {0, 1}n with the
Hamming metric is certainly the best-studied, and the known bounds can be found
in textbooks, e.g. [53].

Proposition 4.1. The existence of (M, t, t′, τ) secure sketch implies that t′ ≤ L(M, τ, t).

In particular, when t = logN (i.e., when the password is truly uniform), t′ ≤
logK(M, τ).

Proof. Assume SS is such secure sketch. Let S be any set of size 2t inM, and let W

be uniform over S. Then we must have H̃∞(W | SS(W )) ≥ t′. In particular, there

must be some particular value v such that H∞(W | SS(W ) = v) ≥ t′. But this means

that conditioned on SS(W ) = v, there are at least 2t′ points w in S (call this set T )

which could produce SS(W ) = v. We claim that these 2t′ values of w form a code of

error-correcting distance τ . Indeed, otherwise there would be a point w′ ∈ M such

that dis(w0, w
′) ≤ τ and dis(w1, w

′) ≤ τ for some w0, w1 ∈ T . But then we must

have that Rec(w′, v) is equal to both w0 and w1, which is impossible. Thus, the set T

above must form an (M, 2t′ , τ)-code inside S, which means that t′ ≤ logK(M, τ, S).

Since S was arbitrary, the bound follows.

Proposition 4.2. The existence of (M, t, `, τ, ε)-fuzzy extractors implies that ` ≤
L(M, τ, t)− log(1−ε). In particular, when t = logN (i.e., when the password is truly

uniform), ` ≤ logK(M, τ)− log(1− ε).

Proof. Assume (Gen,Rep) is such a fuzzy extractor. Let S be any set of size 2t in

M, and let W be uniform over S. Then we must have SD (〈R,P 〉, 〈U`, P 〉) ≤ ε. In
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particular, there must be some particular value p of P such that R is ε-close to U`

conditioned on P = p. In particular, this means that conditioned on P = p, there are

at least (1 − ε)2` points r ∈ {0, 1}` (call this set T ) which could be extracted with

P = p. Now, map every r ∈ T to some arbitrary w ∈ S which could have produced

r with nonzero probability given P = p, and call this map C. We claim that C must

define a code with error-correcting distance τ . Indeed, otherwise there would be a

point w′ ∈ M such that dis(C(r1), w
′) ≤ t and dis(C(r2), w

′) ≤ τ for some r1 6= r2.

But then we must have that Rep(w′, p) is equal to both r1 and r2, which is impossible.

Thus, the map C above must form an (M, 2`+log(1−ε), τ)-code inside S, which means

that ` ≤ logK(M, τ, S)− log(1− ε). Since S was arbitrary, the bound follows.

Observe that, as long as ε < 1/2, we have 0 < − log(1−ε) < 1, so the lowerbounds
on secure sketches and fuzzy extractors differ by less than a bit. In contrast, our
construction of fuzzy extractors loses an additional 2 log

(
1
ε

)
bits of entropy over the

corresponding secure sketch, incurred by smoothing the input distribution with a
randomness extractor (see Lemma 3.1).

4.2 Bounds on Loss of Shannon Entropy

In this section, we show that secure sketches and fuzzy extractors must leak informa-
tion about the input in the sense of Shannon. For concreteness, we focus on the case
where data is from {0, 1}n equipped with the Hamming (or Set Difference) metric.

The proof techniques are quite different from the previous section. The bound for
secure sketches is quite simple, and holds for any metric space where the number of
points within distance τ grows exponentially in τ . Both the Hamming metric and edit
metric satisfy this, though we only state the proposition for the Hamming metric.

The second result, on fuzzy extractors, is the main result of this section. The proof
depends on the particular geometry of {0, 1}n. Extending the results to the edit metric
seems not too difficult, but requires a better understanding of the geometry of that
metric space. The result on secure sketches (Proposition 4.3) may be thought of as a
warm-up for the bound on fuzzy extractors (Proposition 4.5).

Proposition 4.3. Assume SS is a secure sketch correcting τ errors and E is a

uniform distribution over {v | ‖v‖ ≤ τ}. Then for any distribution W , we have

I(W ; SS(W )) ≥ Hsh(W | W ⊕ E). In particular, if W is uniform over {0, 1}n,
then I(W ; SS(W )) ≥ Hsh(E) ≈ nh2(τ/n), where h2 is the binary entropy function.

Proof. Let W ′ = W ⊕ E, so that ‖W −W ′‖ ≤ τ . For any random variables A,B,C

it is easy to check the following inequality:

I(A;B,C) = I(A;B) + I(A;C) + I(B;C | A)− I(B;C)

≤ I(A;B) + I(A;C) + I(B;C | A).

63



Set A = W,B = W ′, C = SS(W ). Since SS(W ) is independent of W ′ conditioned

on W , we know that I(SS(W );W ′ | W ) = 0. We obtain:

I(W ;W ′, SS(W )) ≤ I(W ; SS(W )) + I(W ;W ′) + I(W ′; SS(W ) | W )

= I(W ; SS(W )) + I(W ;W ′)

On the other hand, since W ′ and SS(W ) determine W , we have

I(W ;W ′, SS(W )) = Hsh(W )−Hsh(W | W ′, SS(W )) = Hsh(W )

Combining, we get I(W ; SS(W )) ≥ Hsh(W )− I(W ;W ′) = Hsh(W | W ′).

A Bound for Fuzzy Extractors A more delicate argument than the one above
shows that fuzzy extractors must also leak a certain amount of Shannon information
about their inputs. Since we are proving a lower bound, we will restrict our attention
to the uniform distribution, which is a valid min-entropy t distribution for any t.1

The simplest consequence to take away from the result (Proposition 4.5, below) is
that as soon as the number of errors τ to be tolerated becomes large (say

√
n), then

the public part of the fuzzy extractor leaks Ω(n) bits of information about the secret
input.

The proof uses the isoperimetric inequality on the hypercube {0, 1}n (see [11],
theorem 16.6), so we first introduce some notation. Given a set S ∈ {0, 1}n and a
number τ , we let Out τ (S) = {y | ∃w ∈ S s.t. ‖w − y‖ ≤ τ} be the τ -th shadow of
S, i.e. the set of points of distance at most τ from some point in S. Then the
isoperimetric inequality states that balls have the smallest outshadows, for every τ .
This allows one to lower bound |Out τ (S)| in terms of |S|. Since we want to find
a closed expression bounding Hsh(W | P ) above, we will only use the following
corollary of the isoperimetric inequality. Here h2 is the binary entropy function,
h2(p) = p log(1

p
)− (1− p) log( 1

1−p
).

Fact 4.4. For every set S ⊂ {0, 1}n such that |Out τ (S)| ≤ 2n−1, we have

|S| ≤ Aτ · |Out τ (S)|, where Aτ ≤
∑n/2−τ−1

i=0

(
n
i

)
2n−1

≤ 2n(h2( 1
2
− τ

n
)−1) (4.1)

In particular, when τ = Ω(
√
n), the ratio is exponentially small, i.e. Aτ = 2−Ω(n).

Proposition 4.5. Assume (Gen,Rep) is a (n, t, `, τ, ε) fuzzy extractor, and let the

output of the generation algorithm Gen(W ) be P,Z, where P is the public part and

Z, the extracted key. Then for the uniform distribution W ← {0, 1}n, we have

I(W ;P ) ≥ log

(
1

Aτ

)
− 2−`n− ε(n+ `) ≈ n

(
1− h2

(
1

2
− τ

n

))
where ατ is as in Fact 4.4. If τ = Ω(

√
n), ` = ω(1) and ε = o(1), then we can use

the bounds on Aτ to conclude P reveals Ω(n) bits of information about W .

1Even though our technique works for more general distributions, the particular bounds we get
do not appear to be much stronger, while the exact estimates become intractable.
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Since H̃∞(W | P ) ≤ Hsh(W | P ), the result also implies that average min-entropy
of W is reduced.

Proof. Since W and P determine Z, we have

Hsh(W | P ) = Hsh(W,Z | P ) = Hsh(Z | P ) + Hsh(W | Z, P ).

We will bound each of the two last terms separately. We begin with Hsh(Z|P ). Let

g(x) = −x log x. Recall that the Shannon entropy of a distribution with probabilities

q1, ..., qL is
∑

i g(qi). We’ll use a simple approximation, which can be derived by

computing the derivative of g(): for δ ≥ 0, g(2−` + δ) ≤ g(2−`) + `δ.

We expect the distribution of the pair Z conditioned on most values p of P to

be essentially uniform over {0, 1}`. In order to manipulate the small deviations from

uniformity, we let

δp,r = max[Pr(Z = r | P = p)− 2−`, 0].

Since SD (〈Z, P 〉, 〈U`, P 〉) ≤ ε, we have
∑

p,r δp,r ≤ ε. Now, we can upper bound

Hsh(Z | P ) as follows:

Hsh(Z | P ) =
∑

p

Pr(P = p)Hsh(Z | P = p)

=
∑

p

Pr(P = p)
∑

r

g(Pr(Z = r | P = p)) ≤
∑

p

Pr(P = p)
∑

r

g(2−` + δp,r)

≤
∑

p

Pr(P = p)
∑

r

(
g(2−`) + `δp,r

)
≤ `+ `

∑
p

Pr(P = p)
∑

r

δp,r

≤ `(1 + ε)

Next, given p and r, denote by Sp,r the set of w for which Rep(w, p) = r. Note that

Hsh(W |P = p, Z = r) ≤ log |Sp,r|.

We wish to bound the size of the sets Sp,r. To do so, let Tp,r = Out τ (Sp,r) be the

τ -th shadow of Sp.r. For any r0 6= r1, their τ -th shadows must be disjoint (Why? If

w′ ∈ Tp,r0 ∩ Tp,r1 , then error correction property of fuzzy extractors would imply that

Rep(w′, p) is equal to both r0 and r1, which is impossible.) This allows us to use the

following lemma:

Claim 4.6. For any 2` subsets S1, ..., S2` of {0, 1}n, if the τ -th shadows Outτ (Si) are

mutually disjoint, then the product of the sizes is bounded above:

log(
∏

i

|Si|) ≤ n+ 2`(log(Aτ ) + n− `) (4.2)
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We will prove the claim below. For now, we can bound Hsh(W | P,Z):

Hsh(W | P,Z)

=
∑

p

Pr(P = p)
∑

r

Pr(Z = r | P = p)Hsh(W | P = p, Z = r)

≤
∑

p

Pr(P = p)
∑

r

(2−` + δp,r) log |Sp,r|

≤ n
∑

p

Pr(P = p)(
∑

r

δp,r) + 2−`
∑

p

Pr(P = p) log

(∏
r

|Sp,r|

)

The first of the terms in the last equation is at most ε, since the probabilities

Pr[P = p] are each bounded by 1, and the sum
∑

p,r δp,r is at most ε. To bound

the second term, we can apply the claim, once for each value of p, to the collection

{Sp,r}r∈{0,1}` :

Hsh(W |P,Z) ≤ εn+ 2−`
∑

p

Pr[P = p](n+ 2`(log(Aτ ) + n− `))

= n− `+ log(Aτ ) + n(2−` + ε)

Combining the bounds for Hsh(Z | P ) and Hsh(W | P,Z), and replacing n with

Hsh(W ), completes the proof. We get Hsh(W |P ) ≤ Hsh(W )+log(Aτ )+n2−`+ε(n+`),

which implies the main statement.

Proof of Claim 4.6. By hypothesis, the τ -th shadows Outτ (Si) are all disjoint, and

hence at most one of them can have more than 2n−1 points. For all the remaining

sets, we have |Si| ≤ Aτ |Outτ (Si)|. For the one “exceptional” set i∗ of large size, we

can bound log |Si∗| by n. Thus

log(
2`∏

i=1

|Si|) ≤ n+ log(A2`

τ

∏
i

|Outτ (Si)|) = n+ 2` log(Aτ ) + log(
∏

i

|Outτ (Si)|).

The sets Outτ (Si) are all disjoint, and so their sizes sum to at most 2n. If one has

2` numbers ai whose sum is less than 2n, their product is maximized by setting all ai

to 2n−`. This gives us log(
∏2`

i=1 |Si|) ≤ n+ 2` log(Aτ ) + 2` log(2n−`), as desired.
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Part II

Secrecy for High-Entropy Data
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Chapter 5

Entropic Security, Prediction and

Indistinguishability

This chapter presents the general results on entropic security discussed in the intro-
duction. In later chapters, we’ll apply these ideas to get new results on encryption,
“perfectly one-way” hash functions, and the fuzzy extractors introduced in Chap. 3.

The main contributions are:

• A new, stronger formulation of entropic security. Previous formulations [17, 18,
70] guaranteed only that no predicate of the secret input is leaked. We require
that the adversary have no advantage at predicting any function whatsoever of
the input.

• The introduction of indistinguishability on high-entropy distributions as a no-
tion of security. This notion is technically much easier to work with than
entropic security, since it is very close to randomness extraction and can be
addressed with similar tools.

• The equivalence of indistinguishability to entropic security. There are actually
two main pieces of this result: first, that indistinguishability is equivalent to
entropic security for predicates (the definition of [17, 18, 70]) and second, that
the adversary’s ability to predict some function of the input implies the ability to
predict a predicate. These equivalences are inspired by the original equivalence
of semantic security and indistinguishability of encryptions [40], though the
proof techniques are quite different.

The next section defines entropic security (in two variants), and a notion of in-
distinguishability. The main result of the section is the equivalence of these notions
(Theorem 5.1). Our presentation refers several times to the parallel with a similar
equivalence due to Goldwasser and Micali [40]—see Section 1.2.3 for a brief explana-
tion of that result. The remainder of the chapter gives the details of the proof of the
equivalence.
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5.1 Entropic Security, Prediction of Functions and

Indistinguishability

This section formulates the various notions of security we work with, and states
the equivalences which are the main technical results of the chapter. To unify the
discussion, let Y (m;R) be some randomized map. Here m ∈ {0, 1}n is the input and
R is a string of uniformly random bits, independent of m. In the case of encryption,
Y = E is the encryption function, and R = 〈κ, i〉 consists of the key and any extra
randomness i used by the encryption. In the setting of hashing, Y will be the hash
function and R the randomness used by the hash. When the random string R is
implicit, we will simply write Y (m) instead of Y (m;R).

Recall that a predicate is a “yes”/“no” question, that is, a function that outputs
a single bit. Entropic security was first formulated in terms of predicates by Canetti,
Micciancio and Reingold [17, 18] in the context of hash functions and, subsequently
but independently, by Russell and Wang [70] in the context of encryption schemes.

Definition 5.1 ([17, 18, 70]). The probabilistic map Y hides all predicates of

X with leakage ε if for every (randomized) adversary A, there exists some random

variable GA on {0, 1}, independent of X, such that for all predicates g : {0, 1}n →
{0, 1}, ∣∣Pr[A(Y (X)) = g(X)]− Pr[GA = g(X)]

∣∣ ≤ ε.

The map Y () is called (t, ε)-entropically secure for predicates if Y () hides all predi-

cates of X, whenever the min-entropy of X is at least t.

This definition may not seem quite satisfying from several points of view. First,
it states only that no predicate of the input is leaked, and provides no explicit guar-
antees about other functions. In contrast, the original semantic security definition of
Goldwasser and Micali held for all functions, not only predicates. Second, there is no
guarantee that the distribution for GA is easy to compute or sample from in the case
where, say, A runs polynomial time and M is samplable in polynomial time. Finally,
the definition is somewhat hard to work with.

We introduce two new definitions which we prove are equivalent to entropic secu-
rity for predicates. First, we show that Definition 5.1 can be extended to hold for all
functions, not only predicates. This is the definition discussed in the introduction.

Definition 5.2 (Entropic Security, same as Definition 1.1). The probabilistic

map Y hides all functions of X with leakage ε if for every adversary A, there exists

some adversary A′ with no access to X such that for all functions f : {0, 1}n →
{0, 1}∗, ∣∣Pr[A(Y (X)) = f(X)]− Pr[A′() = f(X)]

∣∣ ≤ ε.

The map Y () is called (t, ε)-entropically secure if Y () hides all functions of X, when-

ever the min-entropy of X is at least t.
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Second, we show that the entropic security of Y () is equivalent to the indistin-
guishability of Y ()’s outputs on certain pairs of distributions on the inputs. This
notion is inspired by that of Goldwasser and Micali [40], which required that the
output of an encryption scheme on any pair of inputs (as opposed to pair of distri-
butions over inputs) be indistinguishable by polynomial-time adversaries. One nice
consequence of this equivalence is that in Definition 5.1 we can take GA = A(E(U)),
where U is the uniform distribution on {0, 1}n. This definition is also much easier to
work with, as we will see in later sections.

Definition 5.3. A randomized map Y () is (t, ε)-indistinguishable if there is a random

variable G such that for every distribution on messages M over {0, 1}n with min-

entropy at least t, we have

SD (Y (M), G) ≤ ε.

There are two main intuitions behind this part of the thesis. First is that in-
distinguishability is related to extraction of randomness from distributions of high
min-entropy. We will return to this in the construction and lower bounds. The sec-
ond intuition is that entropic security and indistinguishability are related. This leads
to the main result of the chapter:

Theorem 5.1. Let Y be a randomized map with inputs of length n. Then

1. (t, ε)-entropic security for predicates implies (t− 1, 4ε)-indistinguishability.

2. (t−2, ε)-indistinguishability implies (t, ε/8)-entropic security for all functions

when t ≥ 2 log
(

1
ε

)
+ 1.

Entropic security with respect to predicates is trivially implied by entropic security
for all functions, and so Theorem 5.1 states that all three notions of security discussed
above are equivalent up to small changes in the parameters.

Randomness Extraction and Entropic Security Taking the distribution G
in Definition 5.3 to be the uniform distribution, then we recover the definition of
randomness extraction—for any input distribution of high-enough entropy, the output
is very close to uniform. Thus, Theorem 5.1 implies that an extractor for t-sources
hides all partial information about sources of min-entropy at least t+ 2.

5.1.1 Proving Theorem 5.1

The remainder of this section gives an overview of the proof of Theorem 5.1.
First, some notation. Fix a distribution X on {0, 1}n. For a function f : {0, 1}n →

{0, 1}∗, let predf,X be the maximum probability of any particular outcome, that is
the maximum probability of predicting f(X) without having any information about
X:

predf,X = max
z

Pr[f(X) = z]
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(When X is clear from the context, we may simply write predf .) We may rephrase
entropic security as follows: for every function f and adversary A, the probability of
predicting f(X) given Y (X) is at most predf + ε:

Pr[A(Y (X)) = f(X)] ≤ predf,X + ε

From Entropic Security to Indistinguishability The first statement of Theo-
rem 5.1 is the easier of the two to prove, and we give the intuition here: given two
distributions X0, X1, we can define a predicate g(x) which captures the question “is
x more likely to have come from X0 or X1?” If X is a equal mixture of X0 and X1,
then the adversary which makes the maximum likelihood guess at g(X) given Y (X)
will have success probability 1

2
+ 1

2
SD (Y (X0), Y (X1)). On the other hand, with

no access to Y (X), the adversary can succeed with probability at most predP = 1
2
.

Entropic security implies that the advantage over random guessing, and hence the
statistical distance, must be small. The formal proof is more involved, and is given
in Section 5.2.

From Indistinguishability to Entropic Security Proving that indistinguisha-
bility implies entropic security is considerably more delicate. Although the statement
is a high-entropy version of the equivalence between semantic security and indistin-
guishability of encryptions due to Goldwasser and Micali [40], the proof techniques
are quite different and so we begin with an overview of the main ideas and notation.

The Case of Balanced Predicates We say a function f is balanced (w.r.t. X) if it
takes on all its possible values with equal probability, i.e. there are 1

predf
possible values

and each occurs with probability predf . The reductions we consider are much easier
for balanced functions—most of the effort will be in reducing unbalanced functions
to balanced ones without losing too much in the prediction probability.

For example, suppose that g() is a balanced predicate for distribution X, that is
Pr[g(X) = 0] = Pr[g(X) = 1] = 1

2
, and that that A is an adversary contradicting

entropic security for min-entropy t = H∞(X), that is Pr[A(Y (X)) = g(X)] = 1
2

+ ε.
For b ∈ {0, 1}, let Xb be the distribution of X conditioned on g(X) = b. The
adversary’s advantage over random guessing in distinguishing Y (X0) from Y (X1) is
ε. However, that same advantage is also a lower bound for the statistical difference.
We get:

1
2

+ ε = Pr[A(Y (X)) = g(X)]

= Pr[b← {0, 1} : A(Y (Xb)) = b] ≤ 1
2

+ 1
2
SD (Y (X0), Y (X1)) ,

and so the distance between Y (X0) and Y (X1) is at least ε/2. To see that this
contradicts indistinguishability, note that since g(X) is balanced, we obtain X0 and
X1 by conditioning on events of probability at least 1

2
. Probabilities are at most

doubled, and so the min-entropies of both X0 and X1 are at most H∞(X)− 1.
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Balancing Predicates If the predicate g() is not balanced on X, then the previous
strategy yields a poor reduction. For example, Pr[g(X) = 0] may be very small
(potentially as small as ε). The probabilities in the distribution X0 would then be
a factor of 1/ε bigger than their original values, leadding to a loss of min-entropy
of log(1/ε). This argument therefore proves a weak version of Theorem 5.1: (t, ε)
indistinguishability implies (t+ log

(
1
ε

)
, 2ε) entropic security for predicates.

This entropy loss is not necessary. We give a better reduction in Section 5.2. The
idea is that to change the predicate g() into a balanced predicate by flipping the value
of the predicate on points on which the original adversary A performed poorly. By
greedily choosing a set of points in g−1(0) of the right size, we show that there exists
a balanced predicate g′() on which the same adversary as before has advantage at
least ε/2, if the adversary had advantage ε for the original predicate.

From Predicates to Arbitary Functions In order to complete the proof of Theo-
rem 5.1, we need to show that entropic security for predicates implies entropic security
for all functions. The reduction is captured by the following lemma, which states that
for every function with a good predictor (i.e. a predictor with advantage at least ε),
there exists a predicate for which nearly the same predictor does equally well. This
is the main technical result of this chapter.

The reduction uses the predictor A(Y (X)) as a black box, and so we will simply
use the random variable A = A(Y (X)).

Lemma 5.2 (Main Lemma). Let X be any distribution on {0, 1}n such that t ≥
3
2
log
(

1
ε

)
, and let A be any random variable (possibly correlated to X). Suppose there

exists a function f : {0, 1}n → {0, 1}∗ such that Pr[A = f(X)] ≥ predf + ε. Then

there exists a predicate g : {0, 1}n → {0, 1} and an algorithm B(·) such that

Pr[B(A) = g(X)] ≥ predg + ε/4.

There are two main steps to proving the lemma:

• If A is a good predictor for an (arbitrary) function f(·), then there is a (almost)
balanced function f ′(·) and a good predictor A′s of the form g(A).

• If f(·) is a balanced function (or almost balanced) and A is a good predictor
for f(X), then there is a predicate g(·) of the form g′(f(·)) such that g′(A) is a
good predictor for g(X).

The proof itself is in Section 5.3.2.

A More Efficient Reduction Lemma 5.2 says nothing about the running time of
B(·)—in general, the reduction may yield a large circuit. Nonetheless, we may indeed
obtain a polynomial-time reduction for certain functions f . If no value of f occurs
with probability more than ε2, then inner product with a random vector provides a
good predicate.
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Proposition 5.3. Let X be any random variable distributed in {0, 1}n. Let f :

{0, 1}n → {0, 1}N be a function such that predf,X ≤ ε2/4, and let A be a random

variable with advantage ε at guessing f(X). For r ∈ {0, 1}N , let gr(x) = r� f(x). If

r is drawn uniformly from {0, 1}N , then

Er

[
Pr[r � A = gr(X)]− predgr

]
≥ ε/4.

In particular, there exists a value r and a O(N)-time algorithm B such that

Pr[B(A) = gr(X)] ≥ predgr
+ ε/4.

We prove Proposition 5.3 in Section 5.3.2, and use it as motivation for the proof
of Lemma 5.2.

5.2 From Entropic Security to Indistinguishability

Lemma 5.4. (t, ε)-entropic security for predicates implies (t−1, 4ε)-indistinguishability.

Proof. It is sufficient to prove indistinguishability for all distributions which are uni-

form on some set of 2t−1 points. To see why, recall that any distribution of min-

entropy at least t − 1 can be written as a convex combination of such flat distri-

butions. If X0 =
∑
λ0,iX0,i and X1 =

∑
j λ1,jX1,j, where the X0,i and X1,j are all

flat distributions, then the statistical distance SD (Y (X0), Y (X1)) is bounded above

by
∑

i,j λ0,iλ1,jSD (Y (X0,i), Y (X1,j)) (by the triangle inequality). If each of the pairs

Y (X0,i), Y (X1,j) has distance at most ε, then the entire sum will be bounded by ε.

Now let X0, X1 be any two flat distributions over disjoint sets of 2t−1 points each

(we will deal with non-disjoint sets below), and let X be an equal mixture of the two.

That is, to sample from X, flip a fair coin B, and sample from XB. Take g to be

any predicate which is 0 for any sample from X0 and 1 for any sample from X1. A

good predictor for g will be the adversary A who, given a string y as input, guesses

as follows:

A(y) =

{
0 if y is more likely under the distribution Y (X0) than under Y (X1)

1 otherwise

By the definition of statistical difference (Section 2.1), this adversary guesses the

predicate with probability exactly:

Pr
[
A(Y (X)) = B = g(X)

]
= 1

2
+ 1

2
SD (Y (X0), Y (X1)) . (5.1)

We can now apply the assumption that Y () is (t, ε)-entropically secure to bound

SD (Y (X0), Y (X1)). First, for any random variable G over {0, 1} which is indepen-

dent of X, the probability that G = g(X) is exactly 1
2
. Now the distribution X has
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min-entropy t by construction, and so by entropic security the probability that A(y)

can guess g(X) is bounded:

Pr[A(Y (X)) = g(X)] ≤ maxG {Pr[G = g(X)]}+ ε = 1
2

+ ε. (5.2)

Combining the last two equations, the statistical difference SD (Y (X0), Y (X1)) is

at most 2ε. This takes care of the case where X0 and X1 have disjoint supports.

To get the general indistinguishability condition, fix any X̃0 as above (flat on

2t−1 points). For any other flat distribution X̃1, there is some third flat distribu-

tion X ′ which is disjoint from both X̃0 and X̃1. By the previous reasoning, both

SD
(
Y (X̃0), Y (X ′)

)
and SD

(
Y (X ′), Y (X̃1)

)
are less than 2ε. By the triangle in-

equality SD (Y (X0), Y (X1)) ≤ 4ε (a more careful proof avoids the triangle inequality

and gives distance 2ε even when the supports of X0, X1 overlap.

5.3 From Indistinguishability to Entropic Security

5.3.1 Entropic Security for Predicates

Lemma 5.5. (t− 2, 2ε)-indistinguishability implies (t, ε)-entropic security for pred-

icates for t ≥ 2.

Proof. Suppose that the scheme is not (t, ε)-entropically secure. That is, there is a

message distribution X with min-entropy at least t, a predicate g and an adversary

A such that

Pr[A(Y (X)) = g(X)] > ε+ max
i=0,1
{Pr[g(X) = i]} (5.3)

We wish to choose two distributions of min-entropy t − 2 and use the adversary

to distinguish them, thus contradicting indistinguishability. It’s tempting to choose

the sets g−1(0) and g−1(1), since we know the adversary can predict g reasonably

well. That attempt fails because one of the pre-images g−1(0), g−1(1) might be quite

small, leading to distributions of low min-entropy. Instead, we partition the support

of X into sets of (almost) equal measure, making sure that the smaller of g−1(0) and

g−1(1) is entirely contained in one partition.

Now let:

p = Pr[h(X) = 1]

q0 = Pr[A(Y (X)) = 1|g(X) = 0]

q1 = Pr[A(Y (X)) = 1|g(X) = 1]

Suppose without loss of generality that p ≥ 1/2, i.e. that g(X) = 1 is more likely

than, or as likely as, g(X) = 0 (if p < 1/2, we can just reverse the roles of 0 and 1).

The violation of entropic security (Eq. 5.3) can be re-written:
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pq1 + (1− p)(1− q0) > p+ ε

In particular, p− pq1 > 0 so we get:

(1− p)(q1 − q0) > ε (5.4)

Now we wish to choose two distributions A,B, each of min-entropy t−2. For now,

fix any set S ⊆ g−1(1), where g−1(1) = {m ∈ {0, 1}n|g(m) = 1}. We make the choice

of § more specific below. Let AS be the conditional distribution of X conditioned on

X ∈ S, and let BS be distributed as X conditioned on X ∈ {0, 1}n \ S. That is, AS
and BS have disjoint supports and the support of BS covers g−1(0) entirely.

The first property we will need from S is that it split the mass of X somewhat

evenly. If the probability mass p′ of S under X was exactly 1/2, then the min-

entropies of AS and BS would both be exactly t− 1. Depending on the distribution

X, it may not be possible to have such an even split. Nonetheless, we can certainly

get 1
2
≤ p′ < 1

2
+ 2−t, simply by adding points one at a time to § until it gets just

below 1/2. The order in which we add the points is not important. For t > 2 (which

is a hypothesis of this proof), we get 1
2
≥ p′ ≥ 3

4
. Hence, we can choose S so that the

min-entropies of AS and BS are both at least t− 2.

We will also need that S have other properties. For every point x in the support

of X, we define qx = Pr[A(Y (x)) = 1]. The average over x← X, restricted to g−1(1),

of qx is exactly q1, that is

Ex←X [qx] = q1

If we now the choose the set S greedily, always adding points which maximize qx, we

are guaranteed that the average over X, conditioned on X ∈ S, is at least q1. That

is, there exists a choice of S with mass p′ ∈ [1
2
, 3

4
] such that

Pr[A(Y (AS)) = 1] = Ex←AS [qx] ≥ q1.

We can also now compute the probability that A(Y (BS)) is 1:

Pr[A(Y (BS)) = 1] =
1− p
1− p′

q0 +
p− p′

1− p′
Pr[A(Y (X)) = 1|X 6∈ S and g(X) = 0]

Now Pr[A(Y (X)) = 1|X 6∈ S and g(X) = 0] is at most q1 (since by the greedy

construction of S, this is the average over elements in g−1(1) with the lowest values

of qm). Using A as a distinguisher for the distributions Y (AS) and Y (BS), we get:∣∣ Pr
[
A(Y (AS)) = 1

]
− Pr

[
A(Y (BS)) = 1

] ∣∣ ≥ q1−
1− p
1− p′

q0−
p− p′

1− p′
q1 =

1− p
1− p′

(q1−q0)

Since entropic security is violated (Eq. 5.4), we have (1−p)(q1−q0)/(1−p′) > ε/(1−p′).
By construction, we have p′ > 1

2
so the advantage of the predictor is at least 2ε, that

is:

SD (Y (AS), Y (BS)) ≥
∣∣ Pr

[
A(Y (AS)) = 1

]
− Pr

[
A(Y (BS)) = 1

] ∣∣ ≥ 2ε

76



Since A and B each have min-entropy at least t − 2, this contradicts (t − 2, 2ε)-

indistinguishability, completing the proof.

5.3.2 From Predicates to General Functions

This section contains the proofs of Lemma 5.2 and Proposition 5.3. We begin with
Proposition 5.3, since the proof is straightforward and provides some intuition for the
proof of Lemma 5.2.

Proof of Proposition 5.3. We can calculate the expected advantage almost directly.

Note that conditioned on the event A = f(X), the predictor r�A always agrees with

gr(X). When A 6= f(X), they agree with probability exactly 1
2
. Hence, we have

Er [Pr[r � A = gr(X)]] =
1

2
+

1

2
Pr[A = f(X)] ≥ 1

2
(1 + predf + ε)

We must still bound the expected value of predgr
. Let rz = (−1)z�r. For any partic-

ular, r, we can compute predgr
as 1

2
+ 1

2
|
∑

z pzrz|. Using the fact E [|Z|] ≤
√

E [Z2]

for any random variable Z, we get:

Er

[
predgr

]
=

1

2
+

1

2
Er

[∣∣∣∣∣∑
z

pzrz

∣∣∣∣∣
]
≤ 1

2
+

1

2

√√√√√Er

(∑
z

pzrz

)2


By pairwise independence of the variables rz, we have E [rzra] is 1 if z = a and 0

otherwise.

Er

[
predgr

]
≤ 1

2
+

1

2

√∑
z

p2
z ≤

1

2
+

1

2

√
predf .

The last inequality holds since predf is the maximum of the values pz, and the expres-

sion
∑

z p
2
z is maximized when pz = predf for all z (note that this sum is the collision

probability of f(X)). Combining the two calculations we have

Er

[
Pr[r � A = gr(X)]− predgr

]
≥ 1

2

(
predf + ε−

√
predf

)
Using the hypothesis that predf ≤ ε2/4, we see that the expected advantage is at

least ε/4.

We now turn to the proof of Lemma 5.2. It is tempting, as before, to consider
predicates of the form g(x) = g′(f(x)) (this is certainly the form of the predicates
given by Proposition 5.3). This approach cannot work in general: suppose that
Z = f(X) takes on values in {0, 1, 2} with equal probability, and suppose that A
takes the value of f(X) with probability 1/3+ε, and each of the other two values with
probability 1/3 − ε/2. Now any predicate of Z takes on some value with probabilty
at least 2/3. A straightforward calculation shows that no matter what value of A is
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observed, the best strategy is to guess the more likely value of the predicate. Hence,
to prove Lemma 5.2 we’ll have to consider a richer set of predicates.

Nonetheless, in the special case where f is balanced over an even number of
outputs, we can consider the simpler predicates of the previous proof. We say
f : {0, 1}n → {1, ..., F} is δ-far from balanced with respect to X if for every value
z ∈ [F ] = {1, ..., F} we have |pz − 1/F | ≤ δ. Sub-Lemma 5.6 shows that essentially
the same approach as before works for a balanced function; that is, it is sufficient to
choose a random balanced predicate.

SubLemma 5.6 (Nearly balanced functions). Suppose F is even and f : {0, 1}n →
[F ] is δ-almost-balanced. If Pr[A = f(X)] ≥ predf + ε, then there is a predicate

g(x) = g′(f(x)) such that

Pr[g′(A) = g(X)] ≥ predg + ε/2− δ
√
F .

In particular, when F ≤ 2/ε and δ ≤ ε3/2/8 the predictor g′(A) has advantage at least

ε/4 over random guessing.

Proof. It is sufficient to consider a random predicate G′ : [F ]→ {−1,+1} subject to

the constraint that G′(z) = −1 on exactly half the elements of [F ]. (The constraint

can be satisfied F is even.) As in the proof of Proposition 5.3, we will compute the

expected prediction probability of G′(A) and the expectation of predG′ separately.

We first compute the expected probability that G′(A) = G′(f(X)). Conditioned

on the event A = f(X), we always have G′(A) = G′(f(X)), and conditioned on

A 6= f(X), we have G′(A) = G′(f(X)) with probability 1
2
− 1

2(F−1)
(the difference

from 1
2

comes from the fact that we choose G′ only from functions which are balanced

on [F ]).

Let p̂ = Pr[A = f(X)]. The expected prediction probability is given by

EG′ [Pr[G′(A) = G′(f(X))]] = p̂+ (1− p̂)(1
2
− 1

2(F − 1)
) =

1

2
+

1

2
(p̂− 1− p̂

F − 1
).

By hypothesis p̂ ≥ predf+ε ≥ 1/F+ε. Simplifying, we get EG′ [Pr[G′(A) = G′(f(X))]] ≥
1
2

+ ε/2.

We can also compute the expectation of predG (as in the proof of Proposition 5.3).

Note that if f is perfectly balanced, predG′ is always exactly 1/2. More generally,

for each z, let δz = pz − 1
2

(recall that |δz| ≤ δ by hypothesis). Since G′ is always

balanced on [F ], for any particular g′ we have predg′ = 1
2

+ 1
2
|
∑

z δzg
′(z)| (using the

convention that g′ maps into {±1}). In expectation, we can apply the inequality

E [|Z|] ≤
√

E [Z2] to get:

EG′ [predG′ ] ≤
1

2
+

1

2

√√√√√EG′

(∑
z

δzG′(z)

)2
 =

1

2
+

1

2

√∑
z,z′

δzδz′EG′ [G′(z)G′(z′)].
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We know that EG′ [G
′(z)G′(z′)] is 1 for z = z′ and is −1

F−1
otherwise. Using |δz| ≤ δ

we get:

EG′ [predG′ ] ≤
1

2
+

1

2

√∑
z

δ2 +
∑
z 6=z′

δ2

F − 1
≤ 1

2
+

1

2
δ
√

2F .

The expectation of Pr[G′(A) = G′(f(X))]−predG′ is at least ε/2−δ
√
F , as desired.

SubLemma 5.7 (Balancing Functions). Let f be any function such that Pr[A =

f(X)] ≥ predf + ε. If H∞(X) ≥ log(1/δ), then there is a function f ′ such that

1. f ′ takes values in [F ], for F ≤ min
{

2
predf

, 4
ε

}
+ 2, and

2. f ′ is δ-almost-balanced.

3. ∃B(·) such that Pr[B(A) = f ′(X)] ≥ predf ′ + ε/4.

We can prove Sub-Lemma 5.7 using two claims: the first reduces the number
of possible outputs simply by “bucketing” certain outputs together. The second
claim shows that a function with not too many output can be made almost perfectly
balanced, as long as the entropy of X is high enough.

Claim 5.8. Let f be any function such that Pr[A = f(X)] ≥ predf + ε. Then there’s

a function b such that f ′(x) = b(f(x)) satisfies predf ′ ≤ predf + ε/2, and such that f ′

takes values in [F ], for F ≤ min
{

2
predf

, 4
ε

}
+ 2.

Proof. We can gradually reduce the number of possible values f can take without

decreasing the advantage of the predictor. Let pz = Pr[f(X) = z]. If there are two

values z, z′ such that both pz and p′z are at most predf/2 + ε/4, then we can identify

those two outputs. Note that the combined value has probability at most predf + ε/2.

We can continue to combine pairs of values with combined mass at most predf + ε/2

until there is at most one value z with mass less than predf/2 + ε/4.

Let F =
⌈
min

{
2

predf
, 4

ε

}⌉
+ 1. At the end of these successive combinations, we

will have at most F different outputs remaining. We can thus summarize the previous

steps in a single function b with range [F ] such that b(z) = b(z′) if and only if the

outputs z and z′ we’re identified at some stage. This b satifies the conditions of the

theorem: by contruction, we have Pr[b(f(X)) = w] is at most predf + ε/4 for any

value w. Moreover, Pr[b(A) = b(f(X))] ≥ Pr[A = f(X)] ≥ predf + ε.

Claim 5.9. Let f : {0, 1}n → [F ] be any function such that Pr[A = f(X)] ≥ predf +ε.

If H∞(X) ≥ log(1/δ), then there is a function f ′ : {0, 1}n → [F ] such that

1. f ′ is δ-almost-balanced, and

2. Pr[A = f ′(X)] ≥ 1
F

+ 1/F
predf
· ε.

In particular, if F ≤ 2
predf

, then the advantage of A at predicting f ′(X) is ε/2.
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Proof. We may imagine the function f as dividing the points x ∈ {0, 1}n into F

buckets. Our goal is to move some of these points between buckets so that all the

buckets have approximately the same size. Since no point has mass more than δ, we

will be able to have all buckets with mass within δ of 1/F .

The problem is that moving points between buckets will (in general) decrease

the chances that A will predict the function (i.e. bucket identifier) accurately. For-

tunately, we’re interested in the difference between the predicition probability and

the maximum bucket size. As long as the two decrease proportionately, then A will

remain a good predictor for the modified function.

We now formalize our intuition. Let pz = Pr[f(X) = z], and let S ⊆ [F ] be the

set of z such that pz ≥ 1/F . We will change the function f on inputs x such that

f(x) ∈ S, and assign instead a value not in S. We keep moving points as long as

some bucket remains with mass above 1/F + δ. Note that buckets in S will all have

mass in [1/F, 1/F + δ] at the end of this process.

Consider a large bucket given by value z. To decide which points to move out of

the bucket, let wx = Pr[A = f(x)|X = x], and let qz = Pr[A = f(X)|f(X) = z]. The

value qz is the average of wx over all x in the bucket given by z:

qz = EX|f(X)=z [wX ]

By always moving points with the smallest possible values of wx, we can ensure that

the average wx in the bucket always remains at least qz. Specifically, let f ′ be the

new function obtained by balancing the buckets, and let q′z = Pr[A = z|f ′(X) = z].

Then by moving x’s with small wx we can ensure that q′z ≥ qz for all z ∈ S.

At the end of this process we will have

Pr[A = f ′(X)] ≥
∑
z∈S

1

F
q′z +

∑
z 6∈S

pzqz ≥
1

F

∑
z∈S

qz +
∑
z 6∈S

pzqz

(The contribution of a bucket not in S can be bounded below by pzqz, since it’s

contribution to the prediction probability can only increase with re-balancing.)

The original prediction probability was
∑

z pzqz. Thus the coefficients of the qz
in the new success probability have gone down by a factor of at most 1/F

predf
(that is,

only coefficients in S have changed, and those have decreased from at most predf to

at least 1/F ). Hence, we have

Pr[A = f ′(X)]

Pr[A = f(X)]
≥ 1/F

predf

Thus the new probability is at least 1
F

+ 1/F
predf

ε, as desired.

Combining the lemmas above, we can prove Lemma 5.2.
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Chapter 6

Encryption of High-Entropy

Sources

In this chapter, we discuss the results on entropic security to the encryption of mesages
which are guaranteed to come from a high-entropy distribution. Roughly: if the
adversary has only a small chance of guessing the message ahead of time, then one can
design information-theoretically secure encryption (in the sense of hiding all functions,
Definition 5.2) using a much shorter key than is usually possible—making up for the
small entropy of the key using the entropy inherent in the message.

Section 6.1 gives some background on symmetric encryption schemes and states
the main results of the chapter. The proofs and exact statement are given in Sec-
tions 6.2, 6.3 and 6.4.

6.1 Background

The problem which ignited the formal study of cryptography is that of symmetric-key
one-time encryption. Alice and Bob share a secret key K and Alice wants to securely
send some message M to Bob over a public channel. M is assumed to come from
some a-priori distribution on {0, 1}n (e.g., uniform), and the goal is to compute a
ciphertext E which: (a) allows Bob to extract M from E using K; (b) reveals “no
information” about M to the adversary Eve beyond what she already knew. Below,
we write E ← E(M,K) and M = D(E,K).

Perfect and Computational Security The first formalization of this problem
came in a fundamental work of Shannon [73], who defined “no information” by requir-
ing that M and E be independent as random variables: using information theoretic
notation (see Section 2.1.1), I(M ;E) = 0, where I is the mutual information. He
showed a lower bound on key length for his definition: encrypting messages of length
n requires at least n bits of shared key (more formally, the Shannon entropy of the
key must be at least that of the message distribution: Hsh(K) ≥ Hsh(M)). This
bound is tight when the message is chosen uniformly from all strings of a fixed length
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n, since one can use a one-time pad. This bound was extended to the interactive
setting by Maurer [58].

Goldwasser and Micali [40] relaxed the notion of perfect security to the com-
putational setting: namely, any efficient Eve can extract only negligible “informa-
tion” about M from E. They had to properly redefine the notion of “information”,
since mutual information or conditional probabilities do not make much sense in a
computationally-bounded world. They suggested two now classical definitions. Con-
sider the following, equivalent version of Shannon’s definition: the encryption of any
two messages yield the same distribution on ciphertexts, that is E(m0) = E(m1). The
first definition of Goldwasser and Micali, called computational indistinguishability of
encryptions, generalizes this version of perfect security: they require that no efficient
(polynomial-time adversary) can distinguish the encryptions of m0 and m1 with ad-
vantage more than ε over random guessing, where ε is some negligible quantity. Their
second notion is called semantic security : for any distribution on messages M and
any function f(), the adversary can predict f(M) given E(M) with probability only
negligibly better than she could without seeing E(M). The first definition is easier
to work with, but the second definition seems to capture a stronger, more intuitive
notion of security: for example, indistinguishability is the special case of semantic
security when the message distribution M is restricted to uniform distributions over
two points {m0,m1}. In fact, Goldwasser and Micali showed that the two definitions
are equivalent. Thus, min-entropy 1 distributions1 are in some sense the hardest to
deal with for semantic security.

Statistical Security? A natural intermediate notion of security between perfect
and computational security would be some kind of statistical security: Eve is again
allowed to be unbounded, as in the perfect setting, but can potentially get some
negligible “information” ε, as in the computational setting. At the first glance, it
seems there there is no gain in this notion, no matter how we interpret “information”.
For example, following Shannon’s approach we could require that I(M ;E) ≤ ε instead
of being 0. Unfortunately, Shannon’s proof still implies that Hsh(K) ≥ Hsh(M)− ε.
Similarly for indistinguishability: since E(m) should look almost the same for any
fixed m, one can argue that I(E;M) = Hsh(E(M))− Em [Hsh(E(m))] still has to be
negligible, and so the key must again have entropy almost Hsh(M). The same bound
also holds for semantic security.

In his original work Shannon envisioned applications where Eve has a lot of uncer-
tainty about the message. Indeed, to get a pessimistic bound that Hsh(K) ≥ n, one
only has to consider the uniform distribution on M . In the perfect setting the secu-
rity against the uniform (i.e., min-entropy n) distribution implies the security against
any distribution. On the other hand, the notions of indistinguishability and semantic
security primarily deal with min-entropy 1 distributions, and the straightforward ex-
tension of Shannon’s bound to the statistical versions of these notions crucially uses
this fact. Thus, it is natural to ask if we can meaningfully define (statistical) semantic

1As defined in Section 2.1.1, the min-entropy of a distribution A is H∞(A) = − log(maxa Pr(A =
a)).
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security and/or indistinguishability for high min-entropy distributions (say, uniform),
similar in spirit to the original work of Shannon. And if yes,

1. How do these notions relate to Shannon’s (statistical) notion, I(M ;E) ≤ ε? Most
importantly, does the pessimistic bound on the key length still extend to these
notions?

2. How do these notions relate to each other? In particular, are they still equivalent?

The work of Russell and Wang [70] Russell and Wang [70] introduced the idea
of statistical security for encryption of high-entropy message spaces. They considered
the first question above, though they focused on weakened version of semantic security.
They proposed entropic security for predicates (Definition 5.1) as a definition for the
high-entropy setting. Remarkably, Russell and Wang showed that Shannon’s lower
bound does not extend to this new notion.

Specifically, they presented two schemes beating Shannon’s bound on key length.
First, a deterministic scheme of the form E(M,K) = M ⊕ p(K), which is secure
only when M is uniformly distributed on {0, 1}n, where K has length only k =
2 log n+3 log

(
1
ε

)
+O(1) and p(·) is some carefully designed function from k to n bits.2

Thus, p(K) could be viewed as a very “sparse one-time pad” which nevertheless hides
any a-priori specified predicate g(M). Second, for general min-entropy t, Russell and
Wang gave a very different looking randomized scheme of the form (ψ, ψ(M)+K)←
E(M,K), where ψ is chosen at random from some special class of permutations3 (and
the addition is defined over some appropriate space). To achieve entropic security for
distributions of min-entropy t, this second scheme needs key length n− t+3 log

(
1
ε

)
+

O(1). While less than n for nontrivial settings of n− t, this key length again becomes
Ω(n) when n − t = Ω(n). [70] left it open whether such dependence on n − t is
necessary.

Our Results Our results on entropically-secure encryption can be divided into four
areas:

• A stronger definition of security. As shown in the previous chapter (Theo-
rem 5.1), entropic security for predicates implies entropic security for all func-
tions.

• The equivalence of entropic security and indistinguishability of encryptions for
message spaces with high-min-entropy. The results of the previous chapter
imply that E(m,K) is an entropically secure encryption scheme if and only if
E(m,K) satisfies indistinguishability on high-entropy input distributions.

• Lower bounds on the key length k for entropic security and indistinguishability.
In particular, we show near tightness of Russell-Wang constructions: k > n− t.
(In fact, for a large class of schemes k ≥ n− t+ log

(
1
ε

)
.)

2Namely, it samples a random point p(K) from an appropriate δ-biased spaces [64] (where [70]
used δ = ε3/2).

3Specifically, Russell and Wang required a family of 3-wise indepepndent permutations.
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• Two general frameworks for constructing entropically secure encryption schemes,
one based on expander graphs and the other on XOR-universal hash functions.
These schemes generalize the schemes of Russell and Wang, yielding simpler
constructions and proofs as well as improved parameters.

Just like in the computational setting [40], the equivalence of security and indis-
tinguishability allows us to concentrate on a simpler definition of indistinguishability,
which immediately gives several benefits.

On one hand, we use it to show that the general construction of Russell and Wang
is nearly optimal: any entropically secure scheme must have k > n − t. In fact, for
a special case of public-coin schemes, where the ciphertext contains the randomness
used for encryption,4 we get an even stronger bound: k ≥ n− t+ log

(
1
ε

)
. The latter

result is proven by relating the notion of indistinguishability to that of randomness
extractors [66]: namely, any indistinguishable public-coin scheme almost immediately
yields a corresponding extractor. Using the optimal lower bounds on extractors [67],
we get our stronger bound as well. We notice that all the schemes in [70] and this
work are indeed public-coin.

On the other hand, the indistinguishability view allows us to give a general frame-
work for constructing entropically secure encryption schemes. Specifically, assume we
have a d-regular expander G on 2n vertices V with the property that for any subset
T of 2t vertices, picking a random vertex v of T and taking a random neighbor w,
we obtain an almost uniform distribution on V . Then, we almost immediately get
an encryption scheme with key length k = log d which is indistinguishable for mes-
sage spaces of min-entropy t. Looking at this from another perspective, the above
encryption scheme corresponds to a randomness extractor which takes a source M of
length n and min-entropy t, invests log d extra random bits K, and extracts n almost
random bits E (with the additional property that the source M is recoverable from E
and K). From this description, it is clear that the key length of this paradigm must
be at least n − t (which we show is required in any entropically secure encryption
scheme). However, using optimal expanders we can (essentially) achieve this bound,
and in several ways. First, using Ramanujan expanders [55], we get the best known
construction with key length k = n− t+ 2 log

(
1
ε

)
. Second, using δ-biased spaces [64]

(for appropriate δ = δ(ε, n, t) explained later) and their expansion properties (e.g.,
see [9]), we get a general construction with slightly larger but still nearly optimal key
length k = n−t+2 log n+2 log

(
1
ε

)
. This last result generalizes (and slightly improves)

to any value of t the special case of the uniform message distribution (n− t = 0) ob-
tained by Russell and Wang [70]. Our approach also gives clearer insight as to why
small-biased spaces are actually useful for entropic security.

While the above deterministic constructions are nearly optimal and quite efficient,
we also observe that one can get simpler constructions by allowing the encryption
scheme to be probabilistic. In our approach, this corresponds to having a family of
“average case” expanders {Gi} with the property that for any set T of size at least 2t,
picking a random graphGi, a random v in T and taking a random neigbor w of v inGi,

4In particular, this includes all the deterministic schemes.
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we get that w is nearly uniform, even given the graph index i. By using any family of
pairwise independent hash functions hi (resp. permutations ψi) and a new variant of
the leftover hash lemma [46], we get a probabilistic scheme of the form 〈i, M ⊕ hi(K)〉
(resp. 〈i, ψi(M)⊕K〉) with a nearly optimal key length k = n − t + 2 log

(
1
ε

)
.

As a concrete example of this approach, we get the following simple construction:
E(M,K; i) = (i,M + i · K), where the local randomness i is a random element in
GF (2n), K ∈ {0, 1}k is interpreted as belonging to GF (2k) ⊆ GF (2n), and addition
and multiplication are done in GF (2n).

Once again, the result above (with permutations ψi) improves and simplifies the
intuition behind the second scheme of Russell and Wang [70]. Indeed, the latter work
had to assume that the ψi’s come from a family of 3-wise independent permutations
— which are more compicated and less efficient than 2-wise independent permutations
(or functions) — and presented a significantly more involved analysis of their scheme.

6.2 Using Expander Graphs for Encryption

Formally, a symmetric encryption scheme is a pair of randomized maps (E ,D). The
encryption takes three inputs, an n-bit message m, a k-bit key κ and r random bits
i, and produces a N -bit ciphertext y = E(m,κ; i). Note that the key and the random
bits are expected to be uniform random bits, and when it is not necessary to denote
the random bits or key explicitly we use either E(m,κ) or E(m). The decryption takes
a key κ and ciphertext y ∈ {0, 1}N , and produces the plaintext m′ = D(y, κ). The
only condition we impose for (E ,D) to be called an encryption scheme is completeness:
for all keys κ, D(E(m,κ), κ) = m with probability 1.

In this section, we discuss graph-based encryption schemes and show that graph
expansion corresponds to entropically secure encryption schemes.

Graph-based Encryption Schemes Let G = (V,E) be a d-regular graph, and
let N(v, j) denote the j-th neighbor of vertex v under some particular labeling of
the edges. We’ll say the labeling is invertible if there exists a map N ′ such that
N(v, j) = w implies N ′(w, j) = v.

By Hall’s theorem, every d-regular graph has an invertible labeling.5 However,
there is a large class of graphs for which this invertibility is much easier to see. The
Cayley graph G = (V,E) associated with a group G and a set of generators {g1, ..., gd}
consists of vertices labeled by elements of G which are connected when they differ by
a generator: E = {(u, u · gi)}u∈V,i∈[d]. When the set of generators contains all its
inverses, the graph is undirected. For such a graph, the natural labeling is indeed
invertible, since N(v, j) = v · j and N ′(w, j) = w · j−1. All the graphs we discuss in
this paper are in fact Cayley graphs, and hence invertibly labeled.

5We thank Noga Alon for pointing out this fact. If G = (V,E) is a d-regular undirected graph,
consider the bipartite graph with |V | edges on each side and where each edge in E is replaced by
the corresponding pair of edges in the bipartite graph. By Hall’s theorem, there exist d disjoint
matchings in the bipartite graph. These induce an invertible labelling on the original graph.
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Now suppose the vertex set is V = {0, 1}n and the degree is d = 2k, so that
the neighbor function N takes inputs in {0, 1}n × {0, 1}k. Consider the encryption
scheme:

E(m,κ) = N(m,κ). (6.1)

Notice, E is a proper encryption scheme if and only if the labeling is invertible. In
that case, D(y, κ) = N ′(y, κ) = m. For efficiency, we should be able to compute N
and N ′ in polynomial time. We will show that this encryption scheme is secure when
the graph G is a sufficiently good expander. The following definition is standard:

Definition 6.1. A graph G = (V,E) is a (t, ε)-extractor if, for every set S of 2t

vertices, taking a random step in the graph from a random vertex of S leads to a

nearly uniform distribution on the whole graph. That is, let US be uniform on S, J

be uniform on {1, ..., d} and UV be uniform on the entire vertex set V . Then for all

sets S of size at least 2t, we require that:

SD ( N(US, J) , UV ) ≤ ε.

The usual way to obtain extractors as above is to use good expanders. This is
captured by the following lemma.

Lemma 6.1 (Expander Smoothing Lemma [41]). A graph G with second largest

(normalized) eigenvalue λ ≤ ε2−(n−t)/2 is a (t, ε)-extractor.

The equivalence between entropic security and indistinguishability (Theorem 5.1)
gives us the following result:

Proposition 6.2. For a 2k-regular, invertible graph G as above, the encryption

scheme (E ,D) given by N,N ′ is (t, ε)-entropically secure if G is a (t−2, 2ε)-extractor

(in particular, if G has second eigenvalue λ ≤ ε · 2−(n−t−2)/2).

Proof. By Theorem 5.1, it suffices to show that (t − 2, ε)-indistinguishability. And

this immediately follows from the lemma above and the fact that any min-entropy

(t− 2) distribution is a mixture of flat distributions.

We apply this in two ways. First, using optimal expanders (Ramanujan graphs) we
obtain the best known construction of entropically-secure encryption schemes (Corol-
lary 6.3). Second, we give a simpler and much stronger analysis of the original scheme
of Russell and Wang (Corollary 6.4).

Corollary 6.3. There exists an efficient deterministic (t, ε)-entropically secure scheme

with k = n− t+ 2 log
(

1
ε

)
+ 2.

Proof. We apply Proposition 6.2 to Ramanujan graphs. These graphs are optimal for

this particular construction: they achieve optimal eigenvalue λ = 2
√
d− 1 for degree

d [55]. The bound on k now follows.
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The main drawback of Ramanujan graphs is that explicit constructions are not
known for all sizes of graphs and degrees. However, large families exist (e.g. graphs
with q + 1 vertices and degree p + 1, where p and q are primes congruent to 1 mod
4). Below we also show that the construction from Russell and Wang [70] using
small-biased spaces is actually a special case of Proposition 6.2 as well.

Using Small-biased Sets A set S in {0, 1}n is δ-biased if for all nonzero α ∈
{0, 1}n, the binary inner product α � s is nearly balanced for s drawn uniformly in
S:

Pr
s←S

[α� s = 0] ∈
[
1− δ

2
,
1 + δ

2

]
or, equivalently,

∣∣Es←S

[
(−1)α�S

]∣∣ ≤ δ. (6.2)

Alon et al. [2] gave explicit constructions of δ-biased sets in {0, 1}n with size
O(n2/δ2). Now suppose the δ-biased set is indexed

{
sκ|κ ∈ {0, 1}k

}
. Consider the

encryption scheme: E(m,κ) = m ⊕ sκ. Russell and Wang introduced this scheme
and showed that it is (n, ε)-entropically secure when δ = ε3/2, yielding a key length
of k = 2 log n + 3 log

(
1
ε

)
. However, their analysis works only when the message is

drawn uniformly from {0, 1}n.

We propose a different analysis: consider the Cayley graph for Zn
2 with gener-

ators S, where S is δ-biased. This graph has second eigenvalue λ ≤ δ [64, 3, 9].
Hence, by Proposition 6.2 the scheme above is (t, ε)-entropically secure as long as
δ ≤ ε2−(n−t−2)/2. This gives a version of the Vernam one-time pad for high-entropy
message spaces, with key length k = n − t + 2 log n + 2 log

(
1
ε

)
+ O(1). Unlike [70],

this works for all settings of t, and also improves the parameters in [70] for n = t.

Corollary 6.4. If
{
sκ|κ ∈ {0, 1}k

}
is a δ-biased set, then the encryption scheme

E(m,κ) = m⊕sκ is (t, ε) indistinguishable when ε = δ2(n−t−2)/2. Using the costruction

of [2], this yields a scheme with key length k = n− t+2 log
(

1
ε

)
+2 log(n)+O(1) (for

any value of t).

6.3 A Random Hashing Construction

This section presents a simpler construction of entropically secure encryption based
on pairwise independent hashing. Our result generalizes the construction of Russell
and Wang [70] for nonuniform sources, and introduces a new variant of the leftover-
hash/privacy-amplification lemma [7, 46].

The idea behind the construction is that indistinguishability is the same as extrac-
tion from a weak source, except that the extractor must in some sense be invertible:
given the key, one must be able to recover the message.

Let {hi}i∈I be some family of functions hi : {0, 1}k → {0, 1}n, indexed over the
set I = {0, 1}r. We consider encryption schemes of the form
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E(m,κ; i) = ( i, m⊕ hi(κ) ) (for general functions hi), or (6.3)

E ′(m,κ; i) = ( i, hi(m)⊕ κ ) (when the functions hi are permutations)(6.4)

Notice that this schemes are special low-entropy, probabilistic one-time pads. De-
cryption is obviously possible, since the description of the function hi is public. For the
scheme to be (t, ε)-secure, we will see that it is enough to have k = n−t+2 log

(
1
ε

)
+2,

and for the function family to be pairwise independent. (This matches the result in
Corollary 6.3.) In fact, a slightly weaker condition (XOR-universality) is sufficient.
We repeat the definitionn from the introduction here:

Definition 6.2 (XOR-universal function families, also Definition 2.3). A

collection of functions {hi}i∈I from n bits to n bits is XOR-universal if:

∀a, x, y ∈ {0, 1}n, x 6= y : Pri←I [hi(x)⊕ hi(y) = a] ≤ 1
2n−1

.

It is easy to construct XOR-universal families. Any (ordinary) pairwise indepen-
dent hash family will do, or one can save some randomness by avoiding the “off-
set” part of constructions of the form h(x) = ax + b. Specifically, view {0, 1}n as
F = GF (2n), and embed the key set {0, 1}k as a subset of F . For any i ∈ F , let
hi(κ) = iκ, with multiplication in F . This yields a family of linear maps {hi} with
2n members. Now fix any a ∈ F , and any x, y ∈ F with x 6= y. When i is chosen
uniformly from {0, 1}n, we have hi(x)⊕hi(y) = i(x− y) = a with probability exactly
2−n. If we restrict i to be nonzero, then we get a family of permutations, and we get
hi(x)⊕ hi(y) = a with probability at most 1

2n−1
.

Proposition 6.5. If the family {hi} is XOR-universal, then the encryption schemes

E(m,κ; i) = (i,m⊕ hi(κ)) and E ′(m,κ; i) = (i, hi(m)⊕ κ)

are (t, ε)-entropically secure, for t = n − k + 2 log
(

1
ε

)
+ 2. (However, E ′ is a proper

encryption scheme only when {hi} is a family of permutations.)

This proposition proves, as a special case, the security of the Russell-Wang con-
struction, with slightly better parameters (their argument gives a key length of
n − t + 3 log

(
1
ε

)
since they used 3-wise independent permutations, which are also

harder to construct). It also proves the security of the simple construction E(m,κ; i) =
(i,m+ iκ), with operations in GF (2n).

Proposition 6.5 follows from the following lemma of independent interest, which is
closely related to the to the leftover hash lemma [44] (also called privacy amplification;
see, e.g. [7, 8]), and which conveniently handles both the E and the E ′ variants. The
proof of the lemma is in Appendix A.2.

Lemma 6.6. If A,B are independent random variables such that H∞(A)+H∞(B) ≥
n+2 log

(
1
ε

)
+1, and {hi} is a XOR-universal family, then SD (〈i, hi(A)⊕B〉 , 〈 i, Un〉) ≤

ε, where Un and i are uniform on {0, 1}n and I.
The Lemma above gives a special “extractor by XOR” which works for product

distributions A×B with at least n bits on min-entropy between them.

88



6.4 Lower Bounds on the Key Length

Proposition 6.7. Any encryption scheme which is (t, ε)-entropically secure for inputs

of length n requires a key of length at least n− t.

Proof. We can reduce our entropic scheme to Shannon-secure encryption of strings of

length n − t + 1. Specifically, for every w ∈ {0, 1}n−t+1, let Mw be the uniform over

strings with w as a prefix, that is the set {w}× {0, 1}t−1. Since Mw has min-entropy

t − 1, any pair of distributions E(Mw), E(Mw′) are indistinguishable, and so we can

use E() to encrypt strings of length n− t+1. When ε < 1/2, we must have key length

at least (n− t+1)− 1 = n− t by the usual Shannon-style bound (the loss of 1 comes

from a relaxation of Shannon’s bounds to statistical security).

Bounds for Public-Coin Schemes via Extractors In the constructions of Rus-
sell and Wang and that of Section 6.2 and Section 6.3, the randomness used by the
encryption scheme (apart from the key) is sent in the clear as part of the ciphertext.
That is, E(m,κ; i) = (i, E ′(m.κ; i)). For these types of schemes, called public-coin
schemes, the intuitive connection between entropic security and extraction from weak
sources is pretty clear: encryption implies extraction. As a result, lower bounds on
extractors [67] apply, and show that our construction is close to optimal.

Proposition 6.8. Any public-coin, (t, ε)-entropically secure encryption has key length

k ≥ n− t+ log
(

1
ε

)
−O(1).

To prove the result, we first reduce to the existence of extractors:

Lemma 6.9. Let (E ,D) be a public-coin, (t, ε)-entropically secure encryption scheme

with message length n, key length k and r bits of extra randomness. Then there exists

an extractor with seed length k + r, input length n and output length n+ r − log
(

1
ε

)
,

such that for any input distribution of min-entropy t+1, the output is within distance

3ε of the uniform distribution.

Proof. We combine three observations. First, when U is uniform over all messages in

{0, 1}n, the entropy of the distribution E(U) must be high. Specifically: H∞(E(U)) =

n + r. To see this, notice that there is a function (D) which can produce R,K,U

from K, E(U,K;R). Since the triple (R,K,U) is uniform on {0, 1}r+k+n, it must be

that (K, E(U,K)) also has min-entropy r + k + n, i.e. that any pair (κ, c) appears

with probability at most 2−(n−k−r). Summing over all 2k values of κ, we see that any

ciphertext value c appears with probability at most
∑

κ 2−n−r−k = 2−n−r, as desired.

The second observation is that there is a deterministic function φ which maps

ciphertexts into {0, 1}n+r−log
“

1
ε

”
such that φ(E(U)) is within distance ε of the uniform

distribution. In general, any fixed distribution of min-entropy t can be mapped into

{0, 1}t−log(1/ε) so that the result is almost uniform (Simply assign elements of the

original distribution one by one to strings in {0, 1}t−log(1/ε), so that at no time do two
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strings have difference of probability more than 2−t. The total variation from uniform

will be at most 2t−log(1/ε) · 2−t = ε.). Note that φ need not be efficiently computable,

even if both E and D are straightforward. This doesn’t matter, since we are after a

combinatorial contradiction.

Finally, by Theorem 5.1, for all distributions of min-entropy t − 1, we have

SD (E(U), E(M)) ≤ 2ε, and so SD (φ(E(U)), φ((E(M))) ≤ 2ε. By the triangle in-

equality, φ(E(M)) is within 3ε of the uniform distribution on n + r − log
(

1
ε

)
bits,

proving the lemma.

We can now apply the lower bound of Radhakrishnan and Ta-Shma [67], who
showed that any extractor for distributions of min-entropy t, distance parameter δ
and d extra random bits, can extract at most t+d−2 log(1/δ)+O(1) nearly random
bits. From Lemma 6.9, we get and extractor for min-entropy t+1, δ = 3ε, k+r extra
random bits, and output length n + r − log(1/ε). Thus, n + r − log(1/ε) is at most
t+ 1 + k + r − 2 log(1/ε) +O(1), which immediately gives us Proposition 6.8.

Remark 6.1. We do not lose log(1/ε) in the output length in Lemma 6.9 when the

encryption scheme in indistinguishable from the uniform distribution (i.e., ciphertexts

look truly random). For such public-coin schemes, we get k ≥ n− t+2 log
(

1
ε

)
−O(1).

Since all of our constructions are of this form, their parameters cannot be improved at

all. In fact, we conjecture that k ≥ n− t+ 2 log
(

1
ε

)
−O(1) for all entropically-secure

schemes, public-coin or not.
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Chapter 7

Entropically-Secure Sketches and

Noise-resilient “Perfect” Hash

Functions

In this chapter, we focus on constructing noise-resilient (“fuzzy”) perfectly one-way
hash functions [17, 18].

First, we focus on strengthening the definition of secure sketches and fuzzy extrac-
tors, introduced in Chapter 3. These primitives allow the secure use of noisy data
as cryptographic keys. The current definitions are sufficient for most cryptographic
applications: the idea is to leak a small amount of information about the noisy data
to allow error-correction, and then extract a new key which is completely secret.

Unfortunately this approach fails to address a major concern for sensitive pass-
words: because it requires only unpredictability of the password given the stored
information, it does not rule out revealing large amounts of the password in the clear.
For example, if the password is a pair 〈voice print, retinal scan〉, the definition does
not rule out a secure sketch which reveals the retinal scan entirely, as long as it leaves
much of the voice print hidden.

It is tempting to attempt to remedy this by requiring that a secure sketch (resp.
fuzzy extractor) reveal no information at all about its input. This is impossible: we
proved in Section 4.2 that both secure sketches and fuzzy extractors must reveal a lot
of Shannon information about their input, that is I(X; SS(X)) (resp. I(X;PFE(X)))
will be quite large.

Surprisingly, we show that a strong information-theoretic notion of privacy can
still be achieved: we construct secure sketches and fuzzy extractors which leak no
function of their input, in the sense of entropic security Definition 5.2. This means
we can guarantee that SS(w) will be useful for error-correction, and nothing else.
Although we focus on the Hamming metric, the results extend to any metric which
can be embedded into it (in the weak sense of “biometric embeddings,” Section 3.3).

The latter part of the chapter uses these ideas to construct “fuzzy” (noise-resilient)
perfectly one-way hash functions [17, 18]. Along the way, we get simpler constructions
of the ordinary, non-fuzzy version of the primitive.
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7.1 Entropic Secrecy for Secure Sketches and Ex-

tractors

This section focuses on the construction of secure sketches which hide all functions
of their input. Recall that a secure sketch SS(w) of some secret w can be stored in
the clear, revealing little information about w yet allowing one to recover w from any
close candidate w′ ≈ w. A typical construction of a secure sketch is

SS(W ) = synC(w)

where synC(·) is the syndrome function with respect to some good linear code C (see
Section 3.4). A typical use of the primitive is for password authentication: roughly,
a server stores SS(w), Hash(w). The identity of a legitmate user who presents a
corrpupted password w′ is verified by first using SS(w) to recover w and then verifying
that this candidate password hashes to the correct value (see Section 3.8).

Unfortunately, this stored data 〈SS(w), Hash(w)〉 inevitably leaks information
about its input, in two senses: both the min-entropy and the Shannon entropy of the
password w will drop when SS(w) is learned by the adversary. If the server’s storage
is publicly readable, the leakage could cause several kinds of problems:

1. The information might help the adversary find a string w̃ which the server
would accept as a valid password. This possibility can be guarded against by
bounding the loss of min-entropy (even a losse bound will do) and choosing the
hash function carefully; see Section 3.8 for details.

2. The information which is leaked may itself be sensitive, for example if the
password w consists of personal or biometric data. Proposition 4.3 states that
the loss of Shannon information will be large, and so the only option is to prove
that whatever information is leaked is not useful.

This section shows how one can achieve such a guarantee: we construct secure
sketches (and fuzzy extractors) which leak no function of W as long as the input
W has sufficiently high entropy to begin with. This property is far from trivial to
ensure: for example, in the “typical” construction above, the adversary always learns
the syndrome of the W with respect to the code C.

Most of the section is devoted to constructing entropically-secure sketches. The
existence of entropically-secure fuzzy extractors then follows by combining a secure
sketch with pariwise-independent hash functions. (Section 7.1.5).

The main result of the section is summarized here.

Theorem 7.1. . There exist (families of) (n, t, t′, τ) efficient secure sketch schemes

which are also (t, ε)-entropically secure, such that

– the tolerated error τ and the residual entropy t′ are linear in n, and

– the information leakage ε is exponentially small
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whenever the original min-entropy t is linear in n. (That is, whenever t = Ω(n) then

we can find schemes where τ , t′ and log
(

1
ε

)
are Ω(n)).

Before proving the result, a word about parameters: the original entropy t of the
input W is given by the context in which W arises. The error tolerance τ will also
typically be specified externally—it is the amount of noise to which W will likely be
subject. Thus, the goal is to get both the (entropic) security log

(
1
ε

)
and the residual

min-entropy t′ as high as possible. The quantity log
(

1
ε

)
measures the difficulty of

learning some function of W , while t′ measures the difficulty of guessing W exactly. In
particular, t′ is bounded below by log

(
1
ε

)
, since by the definition of entropic security

the adversary’s probability of predicting the identity function f(W ) = W is at most ε
as long as t itself was small to begin with. Thus, it is sufficient to look for sketches will
tolerate τ errors and are (t, ε)-entropically secure for τ, log

(
1
ε

)
= Ω(n). Theorem 7.1

guarantees that such secure sketches do indeed exist.

7.1.1 A Non-Explicit Solution: Codes With Limited Bias

Our starting point for the construction of secure sketches is (perhaps surprisingly)
the encryption scheme based on δ-biased sets at the end of Section 6.2. Recall that
the bias of a random variable A over {0, 1}n is the maximum bias of the parity of
any subset of bits of A. Formally, the set is δ-biased if for every non-zero vector α in
{0, 1}n, the dot product of α with A is within δ of being a fair coin, that is

biasα(A)
def
= E

[
(−1)α�A

]
= 2

∣∣Pr[α� A = 1]− 1
2

∣∣ ≤ δ.

The bias of a set S is the bias of the uniform distribution over that set. In Section 6.2,
we showed that the map Y (X) = X⊕S is (t, ε)-entropically secure whenever the bias
of S is sufficiently small (δ ≤ ε2−(n−t−1)/2).

With that in mind, consider the “code-offset” construction of secure sketches,
from Section 3.4: if C : {0, 1}k → {0, 1}n is a code correcting τ errors, then set
SS(w) = w⊕C(R). If the distribution C(R) is itself δ-biased, with δ sufficiently low,
then the sketch is entropically secure. We obtain an initial result on entropic security:

Definition 7.1. An error-correcting code C : {0, 1}k → {0, 1}n is δ-biased if the set

of codewords forms a δ-biased set, i.e. if R is a random string of length k, then for

all n-bit vectors α 6= 0n, we have 2|Pr[α� C(R)]− 1
2
| ≤ δ.

Proposition 7.2. If C : {0, 1}k → {0, 1}n is an error-correcting code with bias

δ ≤ ε2−(n−t−1)/2, then SS(w) = w⊕C(R) is an (n, t, t− (n− k)) secure sketch which

is (t, ε)-entropically secure.

To apply the proposition we need, at the least, a code (or rather ensemble of
codes, since we deal with asymptotics) with good minimum distance and negligible
bias. These may not be easy to construct (in particular, a code with bias less than 1
cannot be linear). Nevertheless, such codes do exist. If we choose a subset C ⊆ {0, 1}n
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of size 2k completely at random from {0, 1}n, then two events will occur with high
probability: (1) the set C will form an error-correcting code with minimum distance
d, where k/n ≈ (1− h2(d/n))/2 [56], and (2) the set C will have bias approximately
2−(k−log n)/2 [64]. By a union bound, the set C is likely to have both properties. It is
not necessary to choose the set completely at random; 3-wise independence suffices.1

Thus the code can be described using only 3n bits.
Of course, the random construction does not solve our problem: we would like to

the recovery procedure of our secure sketch to be efficient, but it is not known how
to decode random codes decoded efficiently. This raises a natural question:

Does there exist an explicitly-constructible ensemble of good codes with
small bias and poly-time encoding and decoding algorithms (ideally, codes
with linear rate and minimum distance, and negligible bias)?

To the best of our knowledge, the problem remains open.

7.1.2 Efficient, Explicit Solutions via Randomization

In the remainder of this section, we circumvent this diffculty and construct efficient
entropically-secure sketches. We show that the code-offset construction can be made
indistinguishable (even with linear codes) when the choice of error-correcting code is
randomized as opposed to always using the same fixed code.

Suppose that we have a family of k-dimensional linear error-correcting codes
{Ci}i∈I indexed by some set I. We consider sketching schemes of the form (below
synCi

(w) is the syndrome of w in Ci).

SS(w; i, x) = (i, w ⊕ Ci(x)) , for i← I, x← {0, 1}k

or, equivalently, SS(w; i) = (i, synCi
(w)) , for i← I

(7.1)

Below, we establish a necessary condition on the code family for the construction
to leak no partial information about the input w.

Bias and Secrecy Recall from Equation (6.2) that a single set S is called δ-biased
if it has bias at most δ for all α 6= 0n. We generalize this to a family of sets by
requiring that on average, the square of the bias with respect to every α is low (at
most δ2):

Definition 7.2. A family of random variables (or sets) {Ai}i∈I is δ-biased if, for all

α 6= 0n, √
Ei←I [biasα(Ai)2] ≤ δ.

Note that this is not equivalent, in general, to requiring that the expected bias be
less than δ. There are two important special cases:

1. If S is a δ-biased set, then {S} is a δ-biased set family with a single member. As
mentioned above, we do not know of explicitly constructed codes with small bias.

1The 3-wise independence construction is due to Venkat Guruswami.
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2. A family of linear codes {Ci}i∈I is δ-biased if there is no word which is often in
the dual C⊥i of a random code Ci from the family. Specifically, the bias of a linear
space with respect to a vector α is always either 0 or 1:

biasα(Ci) =

{
0 if α 6∈ C⊥i
1 if α ∈ C⊥i

Hence a family of codes is δ-biased if and only if Pri←I [α ∈ C⊥i ] ≤ δ2, for every
α 6= 0n.

Note that for linear codes the expected bias must be at most δ2, while for a single
set the bias need only be δ.

The general theorem below will allow us to prove that the randomized code-offset
construction is indistinguishable (and hence entropically-secure). We will mainly use
Corollary 7.5, which states that even if the adversary knows the index of the code Ci

in a small-bias family of codes, the distribution of synCi
(W ) will be close to uniform

in expectation over i.

Theorem 7.3. Let {Ai}i∈I be a δ-biased family of random variables over {0, 1}n,
with δ ≤ ε · 2−n−t−1

2 . Let B be an independent random variable with min-entropy at

least t. Then SD ( (I, AI ⊕B) , (I, Un) ) ≤ ε.

Proof. Theorem 7.3 The proof uses elementary Fourier analysis over the hypercube

Zn
2 . The intuition comes from the proof that Cayley graphs based on ε-biased spaces

are good expanders: adding a δ-biased family of random variables to B will cause all

the Fourier coefficients of B to be reduced by a factor of δ, which implies that the

collision probability of B (see below) gets multiplied by δ also.

Let Di be the distribution Ai ⊕B. Recall that for any probability distribution D

on a set of size K, if Col(D) ≤ (1+ε2)/K, then D is within statistical distance ε of the

uniform distribution (see Preliminaries, Section 2.1.1). Hence to prove the theorem it

is sufficient to show that the collision probability of the pair D = (i,Di) = (i, Ai +B)

is bounded above by (1+2ε2)
|I|2n .

Claim: Col(D) = 1
|I|Ei←I [Col(Di)] .

Proof. We can write out the probability of a collision (here prime ′ denotes an inde-

pendent copy):

Pr[(I,DI) = (I ′, D′I′ ] =
∑

i

Pr[I = I ′ = i] Pr[Di = D′i]

Factoring out 1
|I| , we get Col(D) = 1

|I|
∑

i
1
|I|Col(Di), as desired.

To bound Col(D), we need only bound the average collision probability of Di. To

do so, we use a standard fact from Fourier analysis over the hypercube:
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Fact 7.4. For any distribution Di on {0, 1}n, the collision probability Col(Di) is given

by the sum of the squared biases of Di with respect to all possible vectors:

Col(Di) =
1

2n

∑
α∈{0,1}n

biasα(Di)
2 =

1

2n
+

1

2n

∑
α 6=0

biasα(Di)
2.

Since Di = Ai⊕B (that is, the distribution of Di is the convolution of Ai and B),

we can compute the bias of Di as a product of the biases of Ai and B:

biasα(Di) = E
[
(−1)α�(Ai⊕B)

]
= E

[
(−1)α�(Ai)

]
E
[
(−1)α�B

]
= biasα(Ai)biasα(B).

We now want to bound the bias of Di. We don’t know how this bias will behave

for particular values of i, but we can use the fact that {Ai} is δ-biased family to

bound the average squared bias:

Ei

[
biasα(Di)

2
]
≤ Ei

[
biasα(Ai)

2
]
biasα(B)2 ≤ δ2biasα(B)2.

Finally, we can combine these bounds:

Col(D) = 1
|I|Ei

[
1
2n + 1

2n

∑
α 6=0

biasα(Di)
2

︸ ︷︷ ︸
Col(Di)

]
=

1

|I|2n
(1 + δ2

∑
α 6=0

biasα(B)2)

By the fact above, the sum of squared biases of B is at most 2nCol(B). Since the

min-entropy of B is at least t, its collision probability is at most 2−t, and we get the

bound Col(D) ≤ 1
|I|2n (1 + δ22−t+n). By hypothesis, δ ≤ ε2−(n+t)/2, which implies the

desired bound Col(D) ≤ 1
|I|2n (1 + ε2).

Corollary 7.5 (Small-Bias Codes Yield Entropically-Secure Sketches). The

randomized code-offset construction (Equation (7.1)) is a (n, t, t− (n− k), τ) secure

sketch which is (t, ε) entropically secure, as long as {Ci}i∈I is a family of [n, k, 2τ +1]

linear codes such that

δ2 = max
α∈{0,1}n,α 6=0n

Pr
i←I

[α ∈ C⊥i ] ≤ ε22−(n−t−1) (7.2)

7.1.3 Constructing Small-Bias Families of Linear Codes

To instantiate the construction of the previous section (Corollary 7.5), we need fam-
ilies of linear codes {Ci} in {0, 1}n such that:

1. All of the Ci have dimension k, with k as high possible. Recall that the entropy
loss of the secure sketch is given by n− k, i.e. if the input has initial entropy t
then the residual entropy is t′ = t+ k − n.
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2. Each of the codes Ci can efficiently decode up to τ errors, with τ as large as
possible. This corresponds to the number of errors corrected by the sketch.

3. The squared bias δ2 = maxα 6=0n Pri←I [α ∈ C⊥i ] of the code family is as small as
possible. The sketch is then (t, ε)-entropically secure where log

(
1
ε

)
= log

(
1
δ

)
−

(n− t)/2.

The main result of the section is a construction based on algebraic-geomtric codes:

Lemma 7.6. For any constant rate R = k/n, there exists an explicitly constructible

ensemble of code families which efficiently correct τ = Ω(n) errors and have bias

log
(

1
δ

)
= Ω(n).

We begin with an easy lower bound, which gives us a bar by which to measure
the construction we find:

Proposition 7.7. Any family of [n, k, d] linear codes {Ci} has bias δ2 ≥ 2−k(1−o(1)).

Proof. Let p(α) be the probability that a particular non-zero vector α ∈ {0, 1}n is in

the dual of a random code from the family. If we choose α itself at random, then we

can reverse the order of the experiment: first choose i, then choose α. The probability

that a random α will lie in the dual C⊥i is exactly 2n−k−1
2n−1

≥ 2k(1 − 2−(n−k)), since

the dual is a space of dimension n− k. This probability is in fact the expectation of

p(α) (over {0, 1}n \{0n}), and so there exists a non-zero α for which p(α) exceeds the

bound.

The bound means that log
(

1
δ

)
< k/2, and for any family of linear codes, the

entropic security

log
(

1
ε

)
= log

(
1
δ

)
− (n− t)/2 ≤ (k + t− n)/2 = t′/2.

Hence, in general the residual entropy t′ bounds the level of entropic security (this is
not surprising, since the adversary’s chance of guessing the message itself is then 2−t′

on average).

We first observe that we can match this bound using random linear codes. The
construction is explicit, but not useful since it is not known how to decode random
linear codes efficiently. We then turn to efficient constructions based on random
binary images of codes over slightly higher alphabets. For very large alphabets,
a construction based on Reed-Solomon codes yields optimal bias, but poor error-
correction in the binary Hamming cube. Applying the same construction to algebraic-
geometric codes yields the main construction of this section, which corrects a linear
number of errors and has exponentially small bias.
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Inefficient Construction: Random Linear Codes An easy observation is that
the family of all linear codes of a particular dimension k is a very good δ-biased family,
albeit not an efficiently decodable one. Since the family is invariant under invertible
linear transformations, the probability that any fixed word α 6= 0 is contained in the
dual of a random linear code is

δ2 =
#
{
x ∈ C⊥ : x 6= 0

}
# {x ∈ {0, 1}n : x 6= 0}

=
2n−k − 1

2n − 1
< 2k.

This matches the lower bound on bias above (Proposition 7.7): for any initial
entropy t > n− k, the corresponding secure sketch will be t, ε)-entropically scure for
log
(

1
ε

)
= t′/2 = (k + t− n)/2.

Random linear codes also exhibit the best known tradeoff between rate and dis-
tance for binary codes. With overwhelming probability, a random linear code will
have minimum distance d where k/n ≈ 1 − h2(d/n) (this is the Gilbert-Varshamov
bound [56]). Of course, this solution is not useful since decoding random linear codes
is thought to be very hard (it is known to be NP -hard for some parameter set-
tings [33], and little is known about other settings). Nonetheless, it gives us a point
of reference with which to measure other constructions.

Efficient Constructions via Randomizing Known Codes A natural approach
to construct small-bias codes consists of taking a known binary code C and consider-
ing all n! codes resulting from permuting the n coordinates of {0, 1}n (that is, apply
the same permutation to the bits of every codeword in C). This approach works
reasonably well if C⊥ has no words of either very high or very low weight. Unfortu-
nately, such codes are tricky to construct with very good parameters, and so we turn
to codes over a larger alphabet.

Let F = GF (q), where q = 2e. Taking a [n′, k′, d]q code C ′ over F , we can
construct a binary code by taking the binary image of C ′, that is by writing down
the codewords of C ′ using some canonical e-bit binary representation for elements of
F . Fix a basis of F . For f ∈ F , let bin(f) ∈ {0, 1}e be the binary representation of
f . By extension, for a vector α = (a1, ..., an′) ∈ Fn′ , let bin(α) be the concatenation
(bin(a1), ..., bin(an′)). Finally, the binary image of C ′ is denoted bin(C ′).

We can randomize the code C ′ by

1. permuting the n′ coordinates of Fn′ , and

2. multiplying each coordinate of the code by some random non-zero scalar in F .

3. taking the binary image of the result.

These operations affect neither the dimension nor the decodability of C ′: they are
invertible and preserve Hamming distances in Fn′ . Describing the particular opera-
tions that were applied to the code requires O(n′ log n′ + n′ log(q − 1)) bits (we must
describe a permutation of n′ positions and n′ non-zero scalars).

We show below that using these basic randomization steps and then taking bi-
nary images produces good small-bias code families. We then apply the result to
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Reed-Solomon codes and to algebraic-geometric codes to get our main construction
(Lemma 7.6).

Lemma 7.8 (Random binary images). Let C ′ be a linear [n′, k′, d]q code over

F = GF (q), with q = 2e. Let {C ′i} be the set of [n′, k′, d]q codes over F obtained by

permuting the coordinates and multiplying each coordinate by a non-zero scalar in F .

Let Ci = bin(C ′i). Then

1. The Ci are [n, k, d]2 codes with n = n′e and k = k′e. (In particular, the rate

k/n = k′/n′ does not change).

2. If C ′ can correct τ errors in Fn′ efficiently, than each Ci can efficiently correct

τ errors in {0, 1}n.

3. If (C ′)⊥ has minimum distance d⊥, then the average square bias of {Ci} is

δ2 = max
α∈{0,1}n,α 6=0n

{
Pr
i
[α ∈ C⊥i ]

}
≤ 1/(q − 1)d⊥−1.

Note that in the last statement, the dual code (C ′)⊥ is taken with respect to the dot

product in Fn′, while the dual code C⊥i is taken with respect to the dot product in

{0, 1}n.

Proof. (1),(2): The first two statements are straightforward since the multiplication

by non-zero scalars in one component and permutations of positions are easily invert-

ible isometries of Fn′ .

(3): There are really two separate stages to proving this statement. In the first

stage, we have to relate the dual of a q-ary code to the dual of a binary code. Second,

we will bound the bias of the q-ary codes {C ′i}.
To clarify the notion of “dual” code, let �2 denote binary inner product on {0, 1}n,

and let �F denote the standard inner product in Fn′ . The duals of the codes Ci ⊆
{0, 1}n are defined with respect to the binary inner product, while the duals of the

C ′i ∈ Fn′ are defined w.r.t. the dot product over Fn′ :

C⊥i = {y ∈ {0, 1}n : y �2 x = 0 (∀x ∈ Ci)}
(C ′i)

⊥ = {y′ ∈ Fn′ : y′ �F x′ = 0F (∀x′y ∈ C ′i)}

For the rest of the proof, fix some α ∈ {0, 1}n, and let α′ be the corresponding

vector in Fn′ , that is α = bin(α′). The statement to be proved follows from two

claims:

Claim 1: For all α ∈ {0, 1}n, there exists α′ ∈ Fn′ s.t. Pri[α ∈ C⊥i ] = Pri[α
′ ∈ (C ′i)

⊥].

Claim 2: For all α′ ∈ Fn′ , we have: Pri[α
′ ∈ (C ′i)

⊥] ≤ 1/(q − 1)d⊥−1.
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Proof of Claim 1. The first claim is mostly a careful unwinding of the definitions.

We will use the trace function Tr : F → {0, 1}. The exact definition of the trace

is not important here (see, e.g. [56]). All we require is that the trace is linear, i.e.

Tr(a + b) = Tr(a) + Tr(b), and not identitically zero. Tr(ab) is a bilinear map from

F ×F to {0, 1}, and so there exists an invertible linear transformation B : {0, 1}e →
{0, 1}e such that for all scalars a, b ∈ F , we have B(bin(a))�2 bin(b) = Tr(ab).

Fix α ∈ {0, 1}n. We can choose the unique vector α′ in Fn′ such that α is the

concatenation of the e-bit vectors B(bin(α′i)). Then for any vector x′ ∈ Fn′ , we have:

α�2 bin(x′) = Tr(α′ �F x′)

Sub-Claim: α is in C⊥i if and only if α′ is in (C ′i)
⊥.

One direction of the sub-claim is easy: suppose α′ ∈ (C ′i)
⊥. Then for any vector

x ∈ Ci, we have α �2 x = Tr(α′ �F bin−1(x)). Now the image of x in Fn′ is in C ′i,

and so Tr(α′ �F bin−1(x)) = Tr(0F) = 0. In the other direction (of the sub-claim),

suppose that α ∈ C⊥i . Suppose, to get a contradiction, that there is some x′ ∈ C ′i
such that α′ �F x′ 6= 0F . Then there exists some non-zero scalar b ∈ F , such that

0 6= Tr(b(α′�F x′)) = Tr(α′�F (bx′)) = α�2 bin(bx′). But the vector bx′ is in C ′i since

C ′i is a linear code, and so the inner product of its binary image with α should be 0.

Thus, we get a contradiction and conclude that α′ ∈ (C ′i)
⊥, completing the proof of

the sub-claim.

Based on the sub-claim, we can conclude that Pri[α ∈ C⊥i ] = Pri[α
′ ∈ (C ′i)

⊥].

Proof of Claim 2. The main observation behind this proof is that the randomization

operations we use behave nicely in the dual space. Permuting the coordinates of

the code C ′ induces the same permutation on the coordinates of C ′. Similarly, if we

multiply the n′ coordinates by non-zero scalars b1, ..., bn′ ∈ F , then we multiply the

dual code by the inverses b−1
1 , ..., b−1

n . Thus we get the same family of q-ary codes C ′i
by applying the randomization procedure to the dual instead of the primal code.

Now fix some vector α′ ∈ Fn′ . By symmetry, we can imagine that the randomizing

operation is applied to the target word α′ instead of to the code itself. This maps α′

to a random word in Fn′ of the same weight as α. The probability that this hits a

codeword is exactly the fraction of words of a given weight w which are in the code.

We call the set of words in Fn′ with weight exactly w the w-slice. To complete the

proof, we need only prove the following:

Sub-Claim: For a linear code over F = GF (q) of minimum distance d⊥, the

fraction of codewords in any slice of Fn′ is bounded above by (q−1)/(q−1)d
⊥ (except

for the singleton slice
{
0n′
}
).

To prove the sub-claim, fix some weight 0 < w ≤ n′. We can partition the slice

of weight w according to which w positions in a word are non-zero. Each of these

partitions can further be subidivided into pieces where all but d⊥ of the non-zero
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values are fixed, i.e. sets of the form

( 0, ..., 0︸ ︷︷ ︸
n−w times

, b1, ..., bw−d⊥︸ ︷︷ ︸
non-zero scalars

, ∗, ..., ∗︸ ︷︷ ︸
d⊥ times

),

up to permutation of coordinates, where ∗ may take any non-zero value.

Now within any such piece, there can be at most q − 1 codewords (since the

codewords must differ in d⊥ positions). There are (q− 1)d words in the piece, and so

overall the fraction of codewords in any constant-weight slice is at most (q−1)d−1.

This completes the proof of Lemma 7.8.

Remark 7.1. The key piece of the proof above is a bound on the number of codewords

of a given weight, based only on the minimum distance of the code. This bound is

tight in some cases, such as for Reed-Solomon codes. However, it is quite loose in

cases where the alphabet size is small. It is sufficient for our purpose: we are mainly

interested in proving that reasonable families of codes exist (rather than trying to

optimize the parameters).

7.1.4 Constructions of Small-Bias Families from Specific Codes

We can now use Lemma 7.8 to construct small-bias families from known code families.

Warm-up: Reed-Solomon-Based Constructions Reed-Solomon (RS) codes
are a class of efficiently-decodable [n′, k′, d]q linear codes over a large alphabet: q = 2e

must be at least n. They have distance d = n′−k′+1 and, because the dual of a Reed-
Solomon code is another Reed-Solomon code, they have dual distance d⊥ = k′ + 1
(see, e,g., [53]).

Consider the family {Ci} of binary images of a fixed RS code C ′. By Lemma 7.8,
the probability that a non-zero word a lies in the dual is at most δ2 = (q− 1)−d⊥+1 =
(q−1)−k′ . Since k < q and (1−1/q)q > 1/3, we can in fact write δ2 ≤ 3q−k′ = 3 ·2−k.
Thus, binary images of RS codes (often called “generalized Reed-Solomon codes”)
have optimal bias: log

(
1
δ

)
= k/2−O(1), as with random linear codes, matching the

lower bound Proposition 7.7.
Unfortunately, the conversion to a binary alphabet increases the code length and

dimension without increasing the distance. Thus, these codes are only guaranteed
to correct about n−k

2 log n
errors. Nevertheless, for large alphabets, these codes do very

well. That is, if the metric in which we care about error-correction for the sketch is
Hamming distance in GF (q)n′ , then we get as good a secure sketch as possible, with
as small a bias as possible.

Proposition 7.9 (RS-based Families for Large Alphabets). For all k < n ≤
q = 2e, there exists a family {Ci} of [n, k, d]q linear codes for q ≥ n with bias δ ≤
2−k/2+1, correcting τ ≥ n−k

2
errors efficiently.
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Algebraic-Geometric Constructions We now turn to our main construction.
Our starting point is a construction of “algebraic-geometric” (AG). We get binary
codes with exponentially small bias and linear minimum distance. We will need the
following fact:

[Algebraic-geometric codes] Let q ≥ 4 be an even power of a prime, q ≥
16. There exists an infinite ensemble of [n′, k′, d]q linear codes C ′ (over
GF (16)) with minimum distance at least d = n′ − k′ − n′√

q−1
and dual

minimum distance d′ ≥ k′ − n′√
q−1

. Moreover, these codes have efficient

algorithms for decoding up to b(d− 1)/2c errors.

This follows from well-known bounds on algebraic-geometric codes (see, e.g., [80],
section II.2). The main fact we need is that the dual of an AG code is an AG code for
the same curve, and the distance of an AG code is bounded below by n− k + 1− g,
where g is the genus of the underlying curve. For infinitely many n, there exist curves
over GF (16) with n′ points and genus at most n′/3.

We can now prove Lemma 7.6, which we restate here:

Lemma 7.10 (Good Code Families). For any constant rate R = k/n, there exists

an explicitly constructible ensemble of code families which efficiently correct τ = Ω(n)

errors and have bias log
(

1
δ

)
= Ω(n).

In fact, the codes can be made arbitrarily close to optimal, at some cost in error-
correction. That is, for any γ > 0, we can have log

(
1
δ

)
> k/2(1− γ) but the fraction

of errors corrected τ/n will decrease with γ.

Proof. Suppose that R > 1/2 (this is the interesting case, since it corresponds to

small entropy loss; the case R < 1/2 is similar). Let q be any (constant) even power

of a prime. By the facts above on AG codes, there exist [n′, k′, d]q codes with rate

k′/n′ = R, minimum distance at least d = n′(1−R− 1√
q−1

) ≥ n′(1−R)/2, and dual

distance d⊥ ≥ n′(R− 1√
q−1

) ≥ n′(3R− 1)/2.

We can now apply Corollary 7.5 to get a family of codes which correct τ errors

and have bias δ, where:

τ ≥ n

log q

(
1−R− 1

√
q − 1

)
and

log
(

1
δ

)
≥ 1

2
(d⊥ − 1)(log(q − 1))

=
n

2

(
R− 1

√
q − 1

)(
1− log q

q − 1

)
=

k

2

(
1− 1

R(
√
q − 1)

)(
1− log q

q − 1

)
By choosing q to be large enough (but constant), we get codes with constant error-

correction rate and exponentially small bias, as desired. In fact, we can get log
(

1
δ

)
as

close as we want to the bound of Proposition 7.7, at some price in error-correction.
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Combining Lemma 7.10 with Corollary 7.5 proves Theorem 7.1. We conclude the
section with an example.

Example: Consider the case k = n/2. Using Lemma 7.8, we get a ensemble of
efficiently decodable binary codes with linear minimum distance d = n

4

(
1
2
− 1

3

)
= n

24
,

with squared bias δ2 = Pri[a ∈ C⊥i ] ≤ (1/15)d′−1 ≤ 2−n/7. Applying now Corol-
lary 7.5, we get an efficient entropically secure construction tolerating linear number
of errors:

There exists efficient (n, t, t− n
2
, n

48
) secure sketches with entropy loss n/2,

correcting a linear number of errors τ = n/48 and which are (t, ε) entrop-
ically secure as long as t ≥ 6

7
n + 2 log

(
1
ε

)
. In particular, one can have

n− t = Ω(n) without losing either secrecy or error-tolerance.

Remark 7.2. There are various places in this section where the analysis can be

improved substantially. First of all, the bounds on weight enumerators in the proof

of Lemma 7.8 can be improved when the alphabet size q is a constant. Second, there

are recent, better constructions of AG codes than those used in Fact 7.1.4. However,

those codes are not linear (!), and as far as we know good bounds do not yet exist on

their bias.

7.1.5 Secrecy for Fuzzy Extractors

Recall that for secure sketches, we required that Y (W ) = SS(W ) be entropically
secure. For fuzzy extractors, we will in fact require that the pair Y (W ) = 〈P,Z〉
satisfy the definition of security. This is somewhat counter-intuitive: we think of P
as being published and Z as being used as a secret key in some other application.
However, we cannot guarantee that no information about Z will be leaked in the
other application (indeed, if Z is used to encrypt a known string it may be leaked
completely). Requiring that the pair 〈P,Z〉 be entropically secure protects against
arbitrary information being revealed about Z.

Nevertheless, if we consider fuzzy extractors built from a sketch scheme and a
hash family (Lemma 3.1), then the requirement that 〈Z, P 〉 be entropically secure
reduces to the requirement that SS(W ) be entropically secure. The following lemma
follows from a standard hybrid argument:

Lemma 7.11. Suppose that SS is a secure sketch with entropy loss t − t′, and H

is drawn from a 2-universal hash family from n bits to t′ − 2 log
(

1
ε

)
bits. Let P =

〈H, SS(W )〉 and Z = H(W ) as in Lemma 3.1.

If Y1(W ) = SS(W ) is (t, ε)-indistinguishable, then Y2(W ) = 〈P,Z〉 is (t, 2ε)-

indistinguishable.

Hence, it is sufficient to build secure sketch schemes which are entropically secure—
the resulting fuzzy extractors will inherit the property.
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7.2 Perfectly One-Way Hash Functions

“Perfectly one-way” hash functions (POWFs) were introduced by Canetti [17] to
attempt the formalize the common intuition that cryptographic hash functions reveal
very little about their input. We will adopt the somewhat simplified version of the
definition used in the subsequent paper of Canetti, Micciancio and Reingold [18]; see
[17, 18] for further motivation and discussion.

Informally, POWFs are randomized hash functions w 7→ H(w;R) which satisfy
two properties:

1. Given w and y, one can verify that y = H(w; r) for some value of the randomness
r. This means that a computationally bounded adversary cannot produce a pair
w′ 6= w which would pass the same test.

2. If R is random, then H(w;R) reveals no information about w.

The intuition that the hash leaks no information about the input was formalized
using a definition almost identical to entropic security for predicates. Thus, we can
apply the results of this thesis to the problem of designing perfectly one-way hash
functions.

Contributions Our results apply in two different ways:

1. We show how to construct “fuzzy”—that is, noise-resilient—perfect hash func-
tions. The hash value for w allows one to verify whether a candidate string w′

is close to w, but reveals nothing else about w.

This is a significant departure from the approach of Canetti et al. The motiva-
tion behind [17, 18] was to formalize the properties of an ideal “random oracle”
which might be achievable by a real computer program. In contrast, even given
a random oracle, it is not at all clear how to construct a proximity oracle for
a particular value w (i.e. an oracle that accepts an input if and only if it is
sufficiently close to w).

In that sense, the result is also about code obfuscation: noise-resilient POWFs
might best be viewed as weakly obfuscated versions of a proximity oracle (this
is all the more interesting since strong obfuscation is not possible, see [6]).

2. We strengthen the results of [18] on information-theoretically-secure POWF’s.
First, following Chap. 5, we strengthen the definition of perfect one-way-ness
to preclude the adversary from improving her ability to predict any function
whatsover of the input when she sees the hash value.

Second, we reduce the assumptions necessary for security: Canetti, Micciancio
and Reingold [18] assume the existence of a collision-resistant hash function with
an extra combinatorial property—regularity (a.k.a. balancedness)—in order for
their proof of security to g through. We show how to modify the proof so the
extra condition is unnecessary.
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Finally, we improve the parameters of the [18] construction, roughly halving the
requirement on the min-entropy of the input for the same level of security.

7.2.1 Definitions of Perfect One-way-ness

Recall the two informal conditions on PWOF’s. Formalizing the first requirement
is simple, though we note that the hash function requires a key in order to get full
collision resistance. We denote by Rn the space of random coins required by the hash,
and by Kn the space of keys (for input lengths n). A family of keyed randomized
hash function H(n) with input length n and output length `(n) is a family of functions{
Hk : {0, 1}n ×Rn → {0, 1}`(n)

}
k∈Kn

. An ensemble of such functions H =
{
H(n)

}
n∈N

consists of one such family for every input length n.

Definition 7.3 ([17, 18]). A ensemble of keyed randomized functionsH = {Hk}k∈Kn,n∈N
as above is publicly verifiable if there is a polynomial-time verification algorithm Ver

such that

• For all keys k ∈ Kn, inputs w ∈ {0, 1}n, and strings r ∈ Rn, Ver(k, w,Hk(w; r)) =

acc.

• For any PPT adversary A, the probability over k ∈ Kn that A(k) outputs a

triple (w, y, c) such that Ver(k, w, c) = Ver(k, y, c) = acc is negligible in n.

The intuition that the hash leaks no information about the input was formalized
using a definition almost identical to entropic security for predicates. Given the
equivalence of entropic security with respect to predicates and functions, we formulate
the definition in terms of functions.

The main difference was that in the definitions of [17, 18], the adversary’s ability
to predict a predicate g(W ) given the (randomized) hash value H(w) = Hk(w;R))
is compared the adversary’s ability to predict g(W ) given only polynomially many
accesses to an identity oracle Idw(·) which answers outputs “yes” on input w and
“no” on any other input.

We’ll say an adversary AO(·) with access to an oracle O(·) is poly-limited if there
is some polynomial p(·) such that on inputs of length n, the adversary makes at
most p(n) queries to the oracle. A ensemble {Wn}n∈N of t(n)-sources consists of
distributions on {0, 1}n with min-entropy at least t(n).

Definition 7.4 (Perfect One-Way-ness, [17, 18]). A ensemble of keyed ran-

domized functions H = {Hk}k∈Kn,n∈N is (t(n), ε(n))-perfectly one-way if for every

adversary A, for every ensemble {Wn}n∈N of t(n)-sources, and for every function

f : {0, 1}∗ → {0, 1}∗, there exists a poly-limited oracle adversary A·∗ such that, for

every n and k ∈ Kn:

Pr
w←Wn,r←Rn

[A(Hk(w; r)) = f(w)]− Pr
w←Wn,r←Rn

[AIdw(·)(1n)) = f(w)] ≤ ε(n)
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Note that adding the identity oracle makes no significant difference when the min-
entropy of W is very high and hence the chance that the adversary queries the oracle
on W is negligible. We encapsulate the equivalence as follows:

If, for sufficiently large n ∈ N and all k ∈ Kn, the map Y (w) = Hk(w;R) is
(t(n), ε(n))-entropically secure, then the hash function ensemble is (t(n), ε(n))-
semantically perfectly one-way.

Moreover, the converse is true when t > log
(

1
ε

)
+1 (since then the adver-

sary has probability at most ε/2 of succeeding to use the oracle).

Despite this equivalence, the formulation in terms of the identity oracle makes sense
in the context, since the public verifiability makes one able to verify if a particular
value is indeed w. We retain the “oracle” flavor in the definition of noise-resilient
POWFs.

Noise-resilient POWFs

We can now define the new primitive which we construct in this section. A proximity
oracle Bw,τ (·) accepts its input w′ if and only if the distance between w and w′ is
less than τ . Implicit here is a measure of distance between strings. We will only
discuss constructions for the Hamming distance, but we formulate the definitions in
more generality. We will assume that the distance function dis(, ) is in fact a metric
(that is, it satisfies the triangle inequality) on the space {0, 1}∗. For simplicity we
also assume that the distance between strings of different lengths is +∞.

An ensemble of hash functions is called a one-time (t(n), ε(n), τ(n))-noise-resilient
POWF (in the space dis(·, ·)) if it satisfies the following two conditions:

Definition 7.5 (Proximity Verifiability). A ensemble of keyed randomized func-

tions H = {Hk}k∈Kn,n∈N is (dis(, ), τ(n))-publicly proximity-verifiable if there is a

polynomial-time verification algorithm Ver such that

• For all pairs of inputs w,w′ ∈ {0, 1}n such that dis(w,w′) ≤ τ(n), keys k ∈ Kn,

and strings r ∈ Rn, Ver(k, w,Hk(w; r)) = acc.

• For any PPT adversary A, the probability over k ∈ Kn that A(k) outputs a triple

(w, w̃, c) such that Ver(k, w, c) = Ver(k, w̃, c) = acc and dis(w, w̃) ≥ 2τ(n) is

negligible in n.

Definition 7.6 (Proximity-Semantic-Security). A ensemble of keyed random-

ized functions H = {Hk}k∈Kn,n∈N is (t(n), ε(n))-semantically perfectly one-way for

(dis(, ), τ(n)) if for every adversary A, for every ensemble {Wn}n∈N of t(n)-sources,

and for every function f : {0, 1}∗ → {0, 1}∗, there exists a poly-limited oracle adver-

sary A·∗ such that, for every n and k ∈ Kn:

Pr
w←Wn,r←Rn

[A(Hk(w; r)) = f(w)]− Pr
w←Wn,r←Rn

[ABw,τ(n)(·)(1n) = f(w)] ≤ ε(n)

where Bw,τ (·) is the proximity oracle which accepts its input w′ iff dis(w,w′) ≤ τ .
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Unlike in the case of an identity oracle, proving that the proximity orace is not
useful to the adverary requires much stronger bounds on the initial value of the min-
entropy t. See the proof of security of the main construction, below.

Note: All the constructions discussed in this chapter are one-time secure, that
is they provide no guarantee of secrecy when many hashes of the same input are
given to the adversary. In fact, for any constant t, it is fairly easy to get t-time
security (depending on the exact parameters). However, in the case of ordinary (non-
noise-resilient) POWFs, [18] showed that it is possible to construct poly-time secure
function ensembles (that is, the adversary may see as many hashes of the same input
w as she wishes, and then try to predcit some predicate of w). Generalizing the result
to noise-resilient POWFs is a fascinating open problem.

7.2.2 Constructing Noise-resilient POWFs

Our main construction is stated below. The basic idea is that entropically-secure se-
cure sketches compose well with any ordinary POWF, as long as we have a guarantee.
Note that the proof we give here applies only to the Hamming metric (we will use
lower bounds on the volume of balls in the Hamming cube).

Theorem 7.12 (Generic Construction). Suppose that

– {SSn}n∈N is an ensemble of (n, t − 1, t′, τ) sketches which are (t, ε)-entropically

secure,

– {Hk}k∈Kn,n∈N is a (ordinary) POWF as defined above which is (t′− log
(

1
ε

)
+1, ε)-

perfectly one-way,

Then the ensemble {H ′k}k∈Kn,n∈N of randomized hash functions given by

H̃k(w; r1, r2︸ ︷︷ ︸
r

)
def
= SS(w; r1), Hk(w; r2)

is τ -proximity-verifiable and (t+1, 2ε)-perfectly one-way. (Here t, t′, τ, ε are functions

of n.)

Proof. The fact that the construction in the preceding theorem is proximity-verifiable

is easy to check. Given a candidate string w̃, and a string (s, c) which is a correctly

generated hash of w, then the verification alogrithm Ver′(k, w̃, (s, c)) does the following

(a) Run the recovery procedure for SS() on the pair (w̃, s), get back a candidate string

w′ for w, and (b) check if dis(w̃, w′) ≤ τ and Ver(k, w′, c) = acc, where Ver() is the

verification function for the original (nonfuzzy) POWF.

If w̃ is indeed close to w, then this test will always succeed. 2 On the other hand, if

a poly-time adversary can produce a values w̃, z̃ which both pass verification with the

2Similarly, if the sketch only corrects errors with high probability, then the test will succeed with
high probability, achieving a sligthly relaxed version of the definition of verifiability.
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same string c, then there are corresponding values w, z within distance τ of w̃ (resp.

z̃) such that Ver(k, w, c) = Ver(k, z, c) = acc. By the verifiability of the original

POWF-scheme, it must be that w = z, and so dis(w̃, z̃) ≤ dis(w̃, w) + dis(z, z̃) ≤ 2τ ,

as desired.

We now turn to the proof that the scheme is semantically perfectly one-way in

the sense of Definition 7.6. We’ll use the following general lemma on composing

entropically-secure maps:

Lemma 7.13. If (1): Y1() is a (t, ε)-entropically-secure map, (2): for all distributions

W of min-entropy at least t−1 we have H̃∞(W | Y1(W )) ≥ t′ and (3): Y2() is a (t′−
log
(

1
ε

)
+ 1, ε) secure map, then the map which outputs the pair Y (w) = Y1(w), Y2(w)

is (t+ 1, 2ε)-entropically-secure.

The lemma can be proven using a simple hybrid argument (see below). For now,

we can use it to complete the proof of security of the noise-resilient POWF. Let

Y1 = SS() and Y2 = Hk(). By the definition of a secure sketch and the hypotheses

of the theorem statement, the conditions of the lemma are satisfied, and we get that

the map H ′k(·;R) is (t+1, 2ε)-entropically-secure. Entropic security implies semantic

perfect one-way-ness with the same parameters.

We can now prove the composition lemma used above:

Proof of Lemma 7.13. The proof follows a careful hybrid argument. In order to prove

t + 1-entropic security, we will prove t − 1-indistinguishability and then apply the

equivalence (Theorem 5.1). Suppose that W has min-entropy at least t − 1. With

probability 1− ε over the values of SS(W ), the min-entropy H∞(W | SS(W )) will be

at least te′ − log
(

1
ε

)
(recall that t′ = H̃∞(W | Y1(W )), so 2−t′ is the average value of

2−H∞(W |Y1(W ))). Since Y1(W ) is t′−log
(

1
ε

)
+1-entropically secure, it is (t′−log

(
1
ε

)
, 4ε)

indistinguishable and so with probability 1− ε (over values of Y1(W )), the statistical

difference between Y1(W ), Y2(W ) and Y1(W ), Y2(Un) is at most 4ε. Hence, the overall

statistical difference between the two distributions is at most 5ε. Finally, the distance

between Y1(W ), Y2(Un) and Y1(U
′
n), Y2(Un) is at most 4ε since Y1() is (t − 1, 4ε)-

indistinguishable. By the triangle inequality, the distance between Y1(W ), Y2(W )

and Y1(U
′
n), Y2(Un) is at most 9ε, and so the scheme is (t − 1, 9ε)-indistinguishable.

Applying Theorem 5.1 in the other direction completes the proof.

7.2.3 Improved Construction of Ordinary POWFs

Before we can apply the generic construction of the previous section, we need to
constructions of ordinary, non-noise-resilient POWF’s.

Canetti et al. [18] gave the following simple construction of perfect one-way hash
functions which achieves (information-theoretic) entropic secrecy. Given a family
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of “regular” collision-resistant hash functions {crhfk}k∈Kn
, and a family of pairwise

independent permutations {πi}i∈I , we can define a probabilistic map

Hk(w; i) = i, crhfk(πi(w)).

[18] proved that the construction is (t, ε)-entropically secure as long as the output
length `(n) of the functions crhfk satisfies `(n) ≤ (t− 2logeps)/2. Their analysis also
required an additional assumption on the crhf, namely that the functions be “regular”
(a.k.a. balanced), that is for all k, every point in the image of crhfk must have the
same number of pre-images.

Here we improve on the analysis in several ways. First, we remove the assump-
tion of regularity. This is based on a version of the left-over hash lemma in which a
pairwise independent hash function is fed through an arbitrary function before pro-
ducing output (Lemma A.2). Second, we improve the parameters: we show that their
construction only requires `(n) ≤ t − 2 log

(
1
ε

)
(that is, we may leak twice as many

bits about the input without compromising entropic security). Finally, we provide a
stronger security guarantee, namely that the adversary may not learn any function
of the input. We encapsulate these improvements in the following proposition.

Proposition 7.14. Suppose that

– {crhfk(·)}k∈Kn,n∈N is a collision-resistant hash family from n bits to `(n) bits,

– ` < t− 2 log
(

1
ε

)
,

–
{
{πi}i∈I

}
n∈N is an ensemble of XOR-universal permutations of {0, 1}n.

Then the ensemble of randomized hash functions given by: Hk(w; i) = i, crhfk(πi(w))

is (t, ε)-entropically secure. (Here t, t′, τ, `, ε are all functions of n.)

To prove entropic security, it suffices to prove that the scheme is indistinguish-
able. The statement follows directly from a variant of the left-over hash lemma
(Lemma A.2), which basically states that combining XOR-independent permutations
with any arbitrary functions yields a “crooked” strong extractor: that is, the output
may not be look random, but it will look the same for all input distributions of suf-
ficiently high entropy. Contrary to intuition, this statement does not follow directly
from the left-over hash lemma.

7.2.4 Putting It All Together

We can now combine the results of this chapter so far. Our initial goal was a non-
trivial family of noise-resilient POWF’s. As mentioned above, these can be viewed as
obfuscated code for proximity queries. We would like to combine Theorem 7.1 with
the generic constructions of this section. For this purpose, we will use the fact that
if there are length-reducing collision-resistant hash functions, then for for any output
length `(n) = Ωn, there exists a hash family {crhfk}k∈Kn,n∈N with output length `(n)
for which no PPT adversary can find collisions with non-negligible probability. We
obtain:
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Theorem 7.15. If collision-resistant hash functions exist, then for any initial en-

tropy t = Ω(n), there exists a noise-resilient POWF ensemble which tolerates a lin-

ear number of errors τ = Ω(n), is (t, ε)-entropically-secure for ε = 2−Ω(n) and is

proximity-publicly verifiable with negligible soundness error.

We conclude with a caveat and a question. The noise-resilient POWF’s of The-
orem 7.15 are only one-time secure, that is they do not bear up to revealing many
hashes of the same secret input.

Is it possible to construct poly-time entropically-secure noise-resilient
POWF’s (for which an arbitrary polynomial number of hashes of the same
input may be revealed)?
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Appendix A

Variants on the Left-over Hash

(Privacy Amplification) Lemma

Randomness extractors are key tools in this thesis, and we will use several variants
on a classic construction of extractors, referred to as the “left-over hash” or “privacy
amplication” lemma. These variants will be useful in our constructions of special-
purpose extractors. We gather them here for easy reference, and because their proofs
are very similar.

Recall the basic left-over hash lemma:

Lemma A.1 (Also Lemma 2.4). If {hi}i∈I is a family of pairwise independent

hash functions from n bits to ` bits, and X is a random variable in {0, 1}n with Renyi

entropy H2(X) ≥ `+ 2 log
(

1
ε

)
+ 1, then

〈I, hi(X)〉 ≈ε 〈I, U`〉

where I ← I, U` ← {0, 1}` (both drawn uniformly), and I, X and U` are independent.

A.1 Composing Hashing with Arbitrary Functions

The first variant will be useful for composing the pairwise-independent extractor
with a function whose design is beyond our control (a cryptographic hash function,
for example).

The lemma deals with first hashing X into a string that may be very long (using
pairwise-independent functions) and then shrinking its length (down to about H2(X))
using an arbitrary function.

Lemma A.2 (Composing with an arbitrary function). Let f : {0, 1}N → {0, 1}`
be an arbitrary function. If {hi}i∈I is a family of pairwise independent hash functions

from n bits to N bits and X is a random variable in {0, 1}n with Renyi entropy

H2(X) ≥ `+ log
(

1
ε

)
+ 1, then

〈I, f(hi(X))〉 ≈ε 〈I, f(UN)〉
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where I ← I, UN ← {0, 1}N (both drawn uniformly), and I, X and UN are indepen-

dent.

This lemma requires a fresh proof—it does not follow directly from the original left-
over hash lemma: because N may be much larger than n and H2(X), the distributions
〈I, hI(X)〉 and 〈I, UN〉 need not be indistinguishable. In fact, when N > n they will
have statistical distance almost 1.

The idea behind the proof is to show that for all non-zero strings α ∈ {0, 1}`, the
inner product modulo two α�f(hI(X)) is distributed almost identically to α�f(UN).
Elementary Fourier analysis then shows that the distributions f(hI(X)) and f(UN)
are close (even given I). Details follow.

Proof. The bias of a distribution A over {0, 1}` with respect to a string α is defined

to be biasα(A) =
∣∣ EA

[
(−1)α�A

] ∣∣ = |2 Pr[α� A = 0]− 1|.
The following fact about the hypercube {0, 1}` will be useful below: For any

random variables (distributions) A and B on {0, 1}`, we have:

SD (A,B) ≤
√ ∑

α∈{0,1}`
(biasα(A)− biasα(B))2. (A.1)

Claim A.3. For every α ∈ {0, 1}`, the expectation, over i← I, of the expression

(biasα(f(hi(X)))− biasα(f(UN)))2

is at most Col(X) = 2−H2(X) ≤ ε22−`.

We first show that this claim implies the lemma, and then prove the claim further

below. For every i ∈ I, let Di = f(hi(X)). The first observation is that the distance

we are seeking to bound is the average, taken over i, of the distance between Di and

the target distribution f(hi(X)).

SD (〈I,DI〉 , 〈I, f(UN)〉) = EI [SD (DI , f(UN))]

We can now bound the statistical difference using the biases (Eqn. A.1):

SD (〈I,DI〉 , 〈I, f(UN)〉) ≤ EI

√∑
α

(biasα(DI)− biasα(f(UN)))2


For any random variable, E

[√
X
]
≤
√

E [X] (Jensen’s inequality). Hence

SD (〈I,DI〉 , 〈I, f(UN)〉) ≤
√∑

α

EI

[
(biasα(DI)− biasα(f(UN)))2]

By the main claim above, the term inside the square root sign is at most
∑

α ε
22` = ε2,

and so the statistical difference which we want to bound is at most ε2.
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To complete the proof above, we just have to prove the claim.

Proof of Claim A.3. For α = 0`, the claim is trivial since the difference of biases is

always 0. Fix α 6= 0`. Let

µ = biasα(f(UN)) = EUN

[
(−1)α�f(UN )

]
Let px = Pr[X = x]. Then we can write biasα(f(hI(X)))− biasα(f(UN)) as

biasα(f(hI(X)))− biasα(f(UN)) =
∑

x∈{0,1}n
px((−1)α�f(hI(x)) − µ︸ ︷︷ ︸

Zx

)

Now let Zx be the random variable (−1)α�f(hI(x)) − µ (this is a function of I).

Since {hi} is a pairwise independent family of hash functions, the expectation of Zx

taken over I is exactly 0 (that is, for any fixed x, hI(x) is uniformly distributed over

{0, 1}N). Moreover, the variables Zx and Zy are independent for every pair of strings

x 6= y, so that EZxZy [=] 0. Thus

EI

[
(biasα(f(hI(X)))− biasα(f(UN)))2] =

∑
x,y∈{0,1}n

pxpyEI [ZxZy] =
∑

x

p2
xE
[
Z2

x

]
The variance EI [Z2

x] = Var [Zx] is at most half of the range of Zx, that is 1. Thus the

expected square of the difference of biases is at most
∑

x p
2
x = Col(X).

A.2 XOR of Product Distributions

The second variant on the left-over hash lemma has to do with product distributions.
Suppose we have two independent random variables A,B, with at least n bits of
Renyi entropy (or min-entropy) between them, where B ∈ {0, 1}n. Then we can
build a strong extractor which maps the product distribution A,B to something
nearly uniform, but which allows one to recover B given A and the output of the
extractor. Thus, we can think of A as a “key”, which allows one to recover the
“message” B.

Definition A.1 (XOR-universal function families (also in Definition 2.3).

A collection of functions {hi}i∈I , where hi : {0, 1}n → {0, 1}n, is XOR-universal if:

∀a, x, y ∈ {0, 1}n, x 6= y : Pri←I [hi(x)⊕ hi(y) = a] ≤ 1
2n−1

.

Lemma A.4. If A,B are independent random variables in {0, 1}n such that H2(A)+

H2(B) ≥ n + 2 log
(

1
ε

)
+ 1, and {hi} is a XOR-universal family (from {0, 1}n to

{0, 1}n), then

SD (〈I, hI(A)⊕B〉 , 〈 I, Un〉) ≤ ε,

where Un and I are independent and uniform on {0, 1}n and I.

121



The Lemma above gives a special “extractor by XOR” which works for product
distributions A×B with at least n bits on min-entropy between them.

Proof of Lemma A.4. Consider the collision probability of (i, hi(A)⊕B). A collision

only occurs if the same function hi is chosen both times. Conditioned on that, one

obtains a collision only if hi(A)⊕hi(A
′) = B⊕B′, for A′, B′ i.i.d. copies of A,B. We

can use the XOR-universality to bound this last term:

Pr[(i, hi(A)⊕B) = (i, hi(A
′)⊕B′)] =

Pr[i = i′]
(

Pr[B = B′] · Pr[hi(A) = hi(A
′)]

+
∑
a 6=0

Pr[B ⊕B′ = a] · Pr[hi(A)⊕ hi(A
′) = a]

)
(A.2)

Now let ta = H2(A), tb = H2(B). For a 6= 0, we have Pr[hi(A) ⊕ hi(A
′) = a] ≤

1/(2n− 1), by the conditions on {hi}. On the other hand, by a union bound we have

Pr[hi(A) = hi(A
′)] ≤ Pr[A = A′] +

1

2n − 1
≤ 2−ta +

1

2n − 1

Hence, Eqn. A.2 reduces to

1

|I|

(
2−tb

(
2−ta +

1

2n − 1

)
+

1

2n − 1

(∑
a 6=0

Pr[B ⊕B′ = a]

))

≤ 1

|I|2n

(
1 + 2n−ta−tb + 2−tb +

2

2n − 1

)
Now 2n−ta−tb ≤ ε2/2 by assumption, and we also have 2−n ≤ 2−tb ≤ ε2/2, since

ta, tb ≤ n and ta + tb ≥ n + 2 log
(

1
ε

)
(similarly, n ≥ 2 log

(
1
ε

)
). Hence Eqn. A.2

reduces to (1 + 2ε2)/|I|2n. As we mentioned, any distribution on a finite set S with

collision probability (1+2ε2)/|S| is at statistical distance at most ε from the uniform

distribution [46]. Thus, (i, hi(A)⊕B) is ε-far from uniform.

A.3 Conditional Min-Entropy

The parameters of extractors are usually given as in Definition 2.1: for a particular
bound t on the min-entropy of the input, one is guaranteed a bound ε on the dis-
tance from uniform of the output. However, if we are only given a guarantee on the
conditional min-entropy of the input, then, in general, we get lose an additive factor
of log

(
1
ε

)
in the entropy. Recall that if the conditional min-entropy H̃∞(X|Y ) is t,

then with probability 1 − ε/2 over y ← Y , the min-entropy of X given Y = y is at
least m− log

(
1
ε

)
− 1. This gives us the following bound:

Fact A.5. If Ext is a (n, t, `, ε/2) extractor, and if H̃∞(X|Y ) ≥ t+ log
(

1
ε

)
+ 1, then

SD (〈Y,Ext(X;S)〉 , 〈Y, U`+k〉) ≤ ε.
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Typically, in the extractors literature log
(

1
ε

)
is very small, and so losing that

much in the parameters is not a problem. However, in our settings log
(

1
ε

)
will be the

security parameter (say 100, roughly), while the entropies we deal with as inputs are
only on the order of a few hundred. Ensuring tight tradeoffs between parameters is
therefore important.

For a particular function Ext, let ε(p) denote the maximum distance from uniform
of Ext(X;S) when the min-entropy of X is at least log(1/p) (that is, p = 2−H∞(X)).
Note that ε() will increase with p, and will be 1 when p is large. If the function ε(·)
is convex-∩, then we lose nothing by switching to conditional min-entropy:

Lemma A.6. If Ext is an extractor with error function ε(p) which is convex-∩, then

if H̃∞(X|Y ) ≥ t′, we have

SD (〈Y,Ext(X;S)〉 , 〈Y, U`+k〉) ≤ ε(2−t′).

In particular, we get “conditional” versions of the left-over hash lemma, as well
Lemmas A.2 and A.4, with no loss of parameters (that is, to ensure statistical differ-
ence ε one only needs H̃∞(X|Y ) ≥ `+ 2 log

(
1
ε

)
, as opposed to `+ 3 log

(
1
ε

)
).

Proof. We can write the statistical difference as an average:

SD (〈Y,Ext(X;S)〉, 〈Y, U`+k〉) = Ey←Y [SD (Ext(X|Y =y;S), U`+k)]

Let py = 2−H∞(X|Y =y). We can simplify the expression. By the definition of ε():

SD (〈Y,Ext(X;S)〉, 〈Y, U`+k〉) ≤ Ey←Y [ε(py)]

By Jensen’s inequality, we have Ey [ε(py)] ≤ ε(Ey [py]) since ε(·) is convex-∩. The

expectation of py over y is exactly 2−t′ .
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