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Abstract. Soft Linear Logic (SLL) is a subsystem of second-order lin-
ear logic with restricted rules for exponentials, which is correct and
complete for PTIME. We design a type assignment system for the \-
calculus (STA), which assigns to A-terms as types (a proper subset of)
SLL formulas, in such a way that typable terms inherit the good com-
plexity properties of the logical system. Namely STA enjoys subject re-
duction and normalization, and it is correct and complete for PTIME and
FPTIME.

1 Introduction

The light logics, Light Linear Logic (LLL) [I] and Soft Linear Logic (SLL)
[2], were both introduced as logical counterpart of the polynomial complex-
ity. Namely proofs of both logics normalize in a polynomial number of cut-
elimination steps, if their depth is fixed, and moreover they are complete for
FPTIME and PTIME respectively. So they can be used for the design of pro-
gramming languages with an intrinsically polynomial computational bound. This
can be done in a straightforward way by a complete decoration of the logical
proofs, but for both these logics, since the presence of modalities, the resulting
languages have a very complex syntactical structure, and they cannot be rea-
sonably proposed for programming (an example of complete decoration of SLL
is in [3]). A different approach is to fix as starting points:

1. The use of A-calculus as an abstract paradigm of programming languages.
2. The use of types to characterize program properties.

In this line, the aim becomes the design of a type assignment system for \-
calculus, where types are formulae of a light logic, in such a way that the logical
properties are inherited by the well typed terms. Then types can be used for
checking, beside the usual notion of correctness, also the property of having
polynomial complexity. A type assignment for A-calculus correct and complete
with respect to polynomial time computations has been designed by Baillot and
Terui [4], using as types formulae of Light Affine Logic (LAL), a simplified ver-
sion of LLL defined in [5l6]. The aim of this paper is to design a type assignment
system for A-calculus, enjoying the same properties, but using as types formulae
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of SLL. The motivation for doing it is twofold. The design of A-calculi with im-
plicit complexity properties is a very new research line, and so exploring different
approaches is necessary in order to compare them. In particular, SLL formulas
look simpler than LAL ones, since they have just one modality while LAL has
two modalities, and this could in principle give rise to a system easier to deal
with. Moreover, SLL has been proved to be complete just for PTIME, while we
want a type assignment system complete for FPTIME: so we want to explore at
the same time if it is possible, when switching from formulae to types, to prove
this further property.

We start from the original version of second order SLL with the only connec-
tives —o and ! and the quantifier V, given in sequent calculus style. The principal
problem in designing the desired type assignment system is that, in general, in
a modal logic setting, the good properties of proofs are not easily inherited by
A-terms. In particular, there is a mismatch between S-reduction in the A-calculus
and cut-elimination in logical systems, which makes it difficult both getting the
subject reduction property and inheriting the complexity properties from the
logic, as discussed in [4]. To solve this problem we exploit the fact that, in the
decorated sequent calculus, there is a redundancy of proofs, in the sense that the
same A\-term can arise from different proofs. So we propose a restricted system,
called Soft Type Assignment (STA), where the set of derivations corresponds to
a proper subset of proofs in the affine version of SLL. Types are a subset of SLL
formulae, where, in the same spirit of [4], the modality ! is not allowed in the
right hand of an arrow, and the application of some rules (in particular the cut
rule) is restricted to linear types. STA enjoys subject reduction, and the set of
typable terms characterizes PTIME. Moreover we prove that the language of ty-
pable terms is complete both for PTIME and FPTIME. The completeness we are
speaking about is a functional completeness, in the sense that we prove (through
a simulation of polynomial time Turing Machines) that all polynomial functions
can be computed by terms typable in STA. The algorithmic expressivity of the
language has been not studied here.

This paper is a first step: we are actually working on a natural deduction
version of STA, and on the type inference problem. The type inference problem
for STA seems undecidable, but we think it is possible to build decidable re-
strictions that do not lose the complexity completeness. Moreover a comparison
with respect to DLAL, the type assignment system in [4], is in order. The two
systems have incomparable typability power, in the sense that there exist terms
typable in STA but not in DLAL and vice versa. STA has an easier treatment
of contexts, and no notion of discharged assumptions. This, together with the
fact that types in STA have just one modality, can help in designing a simpler
natural deduction and a more efficient type inference algorithm.

The paper is organized as follows. In Section 2 SLL is introduced and a discus-
sion is made about the problem of subject reduction. In Section 3 STA is defined,
and the proof of subject reduction is given. Section 4 contains the results about
the complexity bound: polynomial bound is proved in Subsection 4.1, and the
completeness for both PTIME and FPTIME is proved in Subsection 4.2.



A Soft Type Assignment System for A-Calculus 255
2 Soft Linear Logic and A-Calculus

In [7] a decoration of SLL by terms of A-calculus has been presented, as technical
tool for studying the expressive power of the system. The decoration is presented
in Table [[l where I'#A denotes the fact that the domain of contexts I" and A
are disjoint sets of variables. In such system, which we call SLL,, we have the
failure of subject reduction. Let us give a detailed analysis of the problem. In a
decorated sequent calculus system, §-reduction is the counterpart, in terms, of
the cut rule of the logic. The cut rule in Table[Il can be split into three different
rules, according to the shape of U, of the contexts and of the derivation:

'y M:U Ax:Ub; N:V U not modal

A+ N[M/a]:V (L cut)

Ie!l'=, M WU A,z :\Ut; NV I duplicable
VAR N[M/z):V

Il M WU A,z :\U b NV Il not duplicable
I'NAbF, N[M/x]:V

(D cut)

(S cut)

where II>!I" F; M :\U is duplicable if it corresponds to a !-box in the respective
proof-net of SLL [2], and L, D, S are short for Linear, Duplication and Sharing.
The problem is that, while (L cut) and (D cut) both correspond to [-reduction,
(S cut) is not necessarily reflected into a G-reduction.

Let us show it by an example. Consider the term M = y((Az.sz)w)((Az.s2)w)
andlet Z =U —o U — V, S =V —olU. It has the typing y : Z,s: S,w: V
y((Az.82)w)((A\z.s2)w) : V as proved by the following (incomplete) derivation:

s: Stk Azsz: S t:S,w: Vi tw: U (cut) y: Zor:Ul:Ubkpyrl .V
s:Syw: Vi (Az.sz)w U y: Z,x WU Fpyzx: V
y:Z,s: 5wV y((Az.s2)w)((Az.s2)w) : V

(m)

(cut)

Table 1. SLL,

'y M:U z: VAR N:Z T'#A vy fresh

—o L
Iy:U — V,Ar; NyM/x]: Z ( )

x:Ukjz:U (1d)

' M:U Az:Ub N:V T#A
IAV, N[M/z]:V

Nx:UF M:V

(cut)
' e M:U —V

(— R)
', M:U Dixo:U,..oxn U MV

e Mau P p v e Mo, ] s v

Ix:UV/alby M Z
Ix:YaUbF M:Z

' M:U

' M :Va.U (VR)

(VL)
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where the cut is clearly a (S cut). It is easy to check that
y((Az.sz)w)((Az.sz)w) —p5 y(sw)((Az.sz)w) but unfortunately there is no
derivation with conclusion: y : Z,s: S,w : V b y((sw)((Az.s2)w) : V.

The technical reason is that, in the previous derivation, there is a mismatch
between the term and the derivation: in M there are two copies of (Az.sz)w,
while in the derivation there is just one subderivation with subject (Az.sz)w,
and this subderivation is not duplicable, since in particular S is not modal.
Then the two copies of this subterm cannot be treated in a non uniform way.

The problem is not new, and all the type assignment systems for A-calculus
derived from Linear Logic need to deal with it. Until now the proposed solutions
follow three different paths, all based on a natural deduction definition of the
type assignment. The first one, proposed in [8], explicitly checks the duplicability
condition before to perform a normalization step. So in the resulting language
(which is a fully typed A-calculus) the set of redexes is a proper subset of the set
of classical B-redexes. In the light logics setting, in [9], a type assignment for the
A-calculus, based on FAL, is designed. There the authors use the call-by-value
A-calculus, where the restricted definition of reduction corresponds exactly
to linear substitution and duplication. In the type assignment for A-calculus
based on LAL, made in [], a syntax of types is used, where the modality !
is no more present, and there are two arrows, a linear and an intuitionistic
one, whose elimination reflects the linear and the duplication cut respectively.
The set of types corresponds to a restriction of the set of logical formulas. All
the approaches need a careful control of the context, which technically has
been realized by splitting it in different parts, collecting respectively the linear
and modal assumptions (in case of [0] a further context is needed). Here we
want to explore a different approach. A type derivation for A-calculus based
on sequent calculus is in some sense redundant, since the same typing can
be proved by a plethora of different derivations, corresponding to different
ways of building the term. A (cut) rule and a (— L) rule both correspond to
a modification of the subject through a substitution. Our key observation is
that a term can always be built using linear substitutions. As example, take
the term before y((Az.s2)w)((Az.s2)w). It can be seen as yxx[(Az.sz)w/x] but
also as yx122[(Az.812)w1 /21, (Az.892)wa /x2][s/51, 8/ 82, w/wi, w/wsy], where all
substitutions are linear. Then we want to restrict the set of proofs, in such a
way that both sharing and duplication are forbidden, and terms are built by
means of linear substitutions only. Such restriction preserves subject reduction
since duplication is a derived rule. In order to do this, we start from an affine
version of SLL and restrict the formulae, using as types just a subset of the
SLL formulae which are, in some sense, recursively linear. The gain is that the
splitting of the context is no more necessary.

3 The Soft Type Assignment System

In this section we will present a type assignment system, which assigns to A-
terms a proper subset of SLL formulae, and we will prove that it enjoys subject
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Table 2. Soft Type Assignment system

I'ecM:7 x:AJA-N:o I'#A y fresh

Id) I'y:7— A, AF N[yM/z]: o

— L

a::AI—a::A( ( )

INx:oFM:A I'-M:A Az:AFN:o TI'#A
(— R) (cut)

I'FXe.M:0— A I''AFN[M/z]: 0

I'-M:o I'M:o Lz:AB/a]bEM:o

F,x:AI—M:J(w) 't M :lo (sp) Iz :Ya.A-M:o (VL)

Loy :7T,nxn:THEM: 0o ) I'FM:A

Izt Mz/zy,....z/zn] 0 't M:Va.A (VR)

reduction. Types correspond in some sense to “recursively linear” formulae and
quantification can be applied only to linear types. The type assignment system
is such that all rules dealing with substitution ((— L) and (cut)) are applicable
only if the type of the replaced variable is linear. So all terms are built through
linear substitutions.

Definition 1. i) The syntax of A-terms is the usual one. Let o range over a
countable set of type variables. The set T of soft types is defined as follows:

Auz=a|o— A|VYa.A (Linear Types)
ou=Allo

Type variables are ranged over by «, 3, linear types by A, B,C, and types by
0,7,(. = denotes the syntactical equality both for types and terms (modulo
renaming of bound variables).

it) A context is a set of assumptions of the shape x : o, where all variables are
different. Contexts are ranged over by I'' A. dom(I") = {z | Iz : 0 € I'} and
I'#A means dom(I") N dom(A) = 0.

i) STA proves sequents of the shape I' = M : o where I' is a context, M is a
A-term, and o is a soft type. The rules are given in Table[2, where as usual
the rule (VR) has the side condition that o must not be free in I.

iv) Deriations are denoted by I, X, ®,W,0. [IoI" = M : o denotes a derivation
IT with conclusion I' = M : 0. & M : o is short for 0= M : o.

We will use the following:
Notation. FV(M) denotes the set of free variables of M, n,(x, M) the number
of free occurrences of the variable x in M. M{z} (M{zQ}) denotes that z (2Q))

associates to the right and has precedence on ¥, while ! has precedence on every-
thing else. o[A/a] denotes the capture free substitution in o of all occurrences
of the type variable o by the linear type A: note that this kind of substitution
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preserves the correct syntax of types. o denotes a sequence of types, and o[A/q]
denotes the replacement of the i-th type variable in o by the i-th type in A. |o|
denotes the length of the sequence o. I'[A/a] is the context I', where all type T
has been replaced by T[A/a]. V. A is an abbreviation for Vay...Nay,. A, for some
n > 0. Note that each type is of the shape "Va. A

Some comments on STA are needed. The (cut) is a linear cut, according to the
classification given in the previous section, and rule (— L) requires that the type
of the replaced variable is linear, so in particular all substitutions in the subject
act on a variable occurring at most once (as we will see in the following lemma).
Moreover both the (Id) rule and (w) rule can introduce only linear types.

Note for example that the term M considered in Section 2. is typable with
typing: y : A — A — B, s /(A — A),w !AF y((Az.s2)w)((Az.s2)w) : B

Lemma 2. 4) [ax: A M : v implies no(z, M) < 1.
i) I'w : AF M :lo implies v ¢ FV(M).

The system enjoys the classical substitution properties.

Lemma 3. i) I't M : o implies I'[¢/a] - M : o[¢/a.
i) I'= M : VYo A implies I' = M : A.

Let IIbI,x : 7= M : 0. The notion of chain of x in IT will be used to remember
the successive renaming of the assumptions which give rise to the assumption
2 : 7. The notion of s-chain is necessary for dealing with the particular case of
the replacements of a variable by another one in a cut rule.

Definition 4. Let Iz : 7+ M : 0.

— A chain of x in Il is a sequence of variables inductively defined as follows:
o Let the last applied rule of 11 be:

I'P:o AFP:7 z:AA'FN:o
x:AFax: A, I"x:Ar-P:0 or xz:7—o AT,AF N[zP/z]:0

Then the only chain of x is x itself.
e Let the last applied rule of II be:

asr'zy:7r,..,z:TEN:o
I z:\t+ Nlz/x1,....z/xg] : 0

Then a chain of x in II is every sequence xc, where ¢ is a chain of x;
in II' for 1 <i<k.
e In every other case there is an assumption with subject x both in the
conclusion of the rule and in one of its premises Y. Then a chain of x
in IT is every sequence xc, where ¢ is a chain of x in X.
— Let ¢ be a chain of x in II and let xj be the last variable of c. Then xy is
an ancestor of x in II. n,(x, IT) denotes the number of ancestors of x in II.
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— y is an effective ancestor of x if and only if it is an ancestor of x, and

moreover every variable z in the chain of © ending with y occurs in sequent
where z belongs to the free variable set of the subject of the sequent. ne(x, IT)
denotes the number of effective ancestors of x in II.

A s-chain of x in II is inductively defined analogously to the chain of x in
IT but the (cut) case:

I'-M:A XvAz:AEN:o

[LAFN[M/Z: o (cut)

If M # x then an s-chain of x in II is defined as a chain of x in II, otherwise
an s-chain of x in II is every sequence zc, where ¢ is a chain of z in X.
An s-ancestor is defined analogously to ancestor, but with respect to s-chains.

The following lemma follows easily from the previous definition.

Lemma 5. Let IIsI' M : 0. Then Va : ny(x, M) < ne(x, II) < ng(x, II).

The notion of effective ancestor will be used in Section[dl The Generation Lemma
connects the shape of a term with its possible typings, and will be useful in the
sequel. Let IT and II’ be two derivations in STA, proving the same conclusion:
II ~ II’ denotes the fact that I’ is obtained from IT by commuting some rule
applications, by erasing m rule applications, by inserting n < m applications of
rule (w), for some n,m > 0, and by renaming some variables.

Lemma 6 (Generation Lemma)

1.
2.
3.

N

I't Xz M : o implies o = (Vo.T — A), for some 7, A and i, || > 0;
IIvI’ F Ax.P : 0 —o A implies II ~ II', whose last rule is (— R).

IIvTz . Yar — A F M{zQ} : o implies that IT is composed by a sub-
derivation X, followed by a sequence 6 of rules not containing rule (sp), and
the last rule of X' is:

I'e=Q :7 I'"z: Ak P{z}:0 (o L)
' 1" t:17 — A'F P{z}[tQ' /2] : 0’

where 7' = 7[B/al, A’ = A[B/al, t is the only s-ancestor of x in II, for
some P,Q". I"", I, B,a,0’.

eI = M :lo implies IT ~ II' where II' is composed by a subderivation,
ending with the rule (sp) proving \I"" = M :lo, followed by a sequence of rules
(w), (— L), (m),(VL), (cut), all dealing with variables not occurring in M.
e\ M o implies IT ~~ IT', whose last rule is (sp).

IIvI" b Ax.M : VoA implies II ~~ II' where the last rule of II' is (VR).

3.1 Subject Reduction

STA enjoys the subject reduction property. The proof is based on the fact that,
while formally the (cut) rule in it is linear, the duplication cut is a derived rule.
To prove this, we need a further lemma.
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Lemma 7. IIoD z :"Va.AF M : o where A £2V3.B and y is an ancestor of x
in IT imply that y has been introduced with type Vo' . A[B/a], for some o', o’
(possible empty) such that o = &’ o’

Lemma 8. The following rule is derivable in STA:
"' M "B Xpz:"B,AFN:0 I"I'#A

"I A v N[M/a] : o (dup)

Proof. In case n = 0 the proof is obvious, since (dup) coincides with the (cut)
rule. Otherwise let B = Va.A. By Lemma [615, IT can be transformed into a
derivation 17", which is IT'>I" = M : A followed by n applications of rule (sp).
Let the ancestors of z in X' be 1, ..., Zy,,. By Lemma[7] z; has been introduced
with type Va;. A[Cj /o], for some Cj, o, o (1 < j < m). By Lemmalf3] there
are disjoint derivations IT>I'; = M : Vi A[Cj /@], where M; and I'; are fresh
copies of M and I' (1 < j < m). Then, for every z; introduced by an (Id) rule,
replace such rule by H]’». For every z; introduced by a (—o L) rule as:

I"FR:7[Cj/af] Az:B'[Cj/af]FT: 0
I zj: (1 — B)[Cj /], A+ Tz;R/z] : o
where Vo, A[Cj /o] = (1 — B')[Cj/af], |aj| = 0, after this insert the rule:
I I zj: A[Cj /e, A" Tz;jR/z] 0

(cut)
I" AT -T[M;R/z): o .

For every xz; introduced by a (w) rule, just erase the rule. Moreover arrange the
context and the subject in all rules according with these modifications. Then
replace every application of a rule (m), when applied on variables in a chain of
in X, by a sequence of rules (m) applied to the free variables of the corresponding
copy of M. So the resulting derivation @ proves "I, A+ N[M/y] : o. O

Note that the rule (dup) cannot represent a (S cut) since by Lemma [(l4 a
derivation where both the context and the type are modal always corresponds
to a l-box. The above lemma allow us to freely use (dup) rule in what follows.

Theorem 9 (Subject Reduction). If I' - M : 0 and M —pz M’ then I'

M :o

Proof. By induction on the derivation. The only interesting case is when the last

rule is (cut), creating the redex (A\y.P)Q reduced in M.
Ul My.P: A XoAx: A N{zQ}:0 TI'#A

I'N'AF N{zQ}\y.P/x]: 0 <CUt).

By Lemma [@l1, and by the constraint on the (cut) rule, A = Va.r — B. By
Lemma 613, X is composed by a subderivation Xy, followed by a sequence ¢ of
rules not containing (sp). Xy is:
OwA"FQ 7 OpA z:B FN{z}:0
Alt:7 — B A" N{2}tQ'/z] : o’
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where 7 = 7[C/a], B' = B[C/a], t is the only s-ancestor of x, for some
AVA N'.Q' o',C . By LemmalGl2,6, ¥ ~ ¥’ ending as:

Iy:7—-P:B
I'Xy.P:17— B
I'FXy.P:Var — B

(— R)
(VR)*

hence by Lemma [Blii), there is a derivation @>I"y : 7/ + P : B’, since a are not
free in I.

Let 7 =!"A" (n > 0) for some A’. By Lemma [Gl4,5, ©1 can be transformed
in a derivation composed by a subderivation O4>1" A" = Q' 1" A’, followed by a
sequence 8’ of applications of rules (w), (— L),(m), (VL), (cut), all dealing with
variables not occurring in Q. So we can apply the derived rule (dup) obtaining:

Oy :I"A Q1A ool yI"A' - P B
r"A” + PlQ'/y]: B’

Then, by applying ¢’ we have Os>I", A”  P[Q'/y| : B'. Hence,

O O (cut)
LA A" E NY2HPQ yl/2] s o
and by applying 6§ the desired derivation can be built. O

The proof of subject reduction gives evidence to the fact that S-reduction, while
corresponding to the cut elimination in case the bound variable occurs at most
once, is reflected into a global transformation of the derivation, in case a dupli-
cation of the argument is necessary.

4 Complexity

In this section we will show that STA is correct and complete for polynomial
complexity. Namely, in Subsection LTl we will prove that, if a term M can be
typed in STA by a derivation I, then it reduces to normal form in a number
of B-reduction steps which is bounded by |M[?)*! where |M]| is the number
of symbols of M and d(IT) is the number of nested applications of rule (sp) in
II. So working with terms typed by derivations of fixed degree assures us to
keep only a polynomial number of computation steps. Then we show that this
polystep result extends to a polytime result. In the Subsection B2, we prove
that STA is complete both for PTIME and FPTIME, using a representation of
Turing machine working in polynomial time by A-terms, typable in STA through
derivations obeying suitable constraints. The key idea is that data can be repre-
sented by terms typable by linear types using derivations of degree 0. Obviously
programs can duplicate their data, so a derivation typing an application of a
program to its data can have degree greater than 0, but this degree depends
only on the program, so it does not affect the complexity measure.
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4.1 Complexity of Reductions in STA

SLL enjoys a polynomial time bound, namely the cut-elimination procedure is
polynomial in the size of the proof. This result holds obviously also for STA.
But we need something more, namely to relate the polynomial bound to the size
of the A-terms. So we prove this result by defining measures of both terms and
proofs, which are an adaptation of those given by Lafont, but they do not take
into account the subderivations that do not contribute to the term formation
(which we will call “erasing”).

Definition 10.

The size |M| of a term M is defined as |z| =1, |Ae.M| = |M|+1, |[MN| =

M|+ |N|+ 1. The size |II| of a proof II is the number of rules in II.

— In the rules (— L) and (cut), the subderivation proving I' = M : 7 and
't M : A respectively is erasing if x ¢ FV(N)(using notation of Table[d).

— The rank of a rule (m), as defined in Table @, is the number k < n of
variables x; such that x; € FV (M) (1 <i<mn ). Let r be the the maximum
rank of a rule (m) in II, not considering erasing subderivations. The rank
tk(II) of II is the mazimum between 1 and r.

— The degree A(II) of II is the mazimum nesting of applications of rule (sp)
in I, not considering erasing subderivations;

— The weight W(II,r) of II with respect to r is defined inductively as follows.

o [f the last applied rule is (Id) then W(II,r) = 1.

o [f the last applied rule is (— R) with premise a derivation X, then
W, r)=wW(X,r)+ 1.

o [fthe last applied rule is (sp) with premise a derivation X, then W(II,r) =
rW(X,r).

o [f the last applied rule is:

Sel'-M:A dox:AJAFN:o y

[LAFN[M/a]: o (cut)
then W(II,r) = W(X,r) +W(P,r) —1 if v € FV(N), WII,r) = W(D,r)
otherwise.

e In every other case W(II,r) is the sum of the weights of the premises with
respect to T, not counting erasing subderivations.

Lemma 11. Let IIvI'+= M : 0. Then:

Lork(IT) < |M| < || 2.W(IT,1) < |M|. 3. W(Il,r) < reUDW(II, 1)
4. x 1A € I implies no(x, M) < ne(x, IT) < rk(IT)?.

5. IT ~ II'" implies W(II',r) < W(II,r).

The normalization of proofs is based on the notion of substitution. The following
lemma extends the weight definition to the derived rule (dup) by taking into
account the weight of the involved proofs.

Lemma 12. Let @ be a derivation ending with the rule (dup), with premises X
and I1. Then, if r > tk(P), W(P,r) < W(X,r) + W, 7).
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Proof. Tt suffices to verify how the weights are modified in the proof of Lemma
[8, using Lemma [[T] We will use exactly the same notations as in the lemma.

The transformation of IT in IT"” leaves the weight unchanged. In particular
W(IL,r) =r™W(IIl',r) and W(II},7r) = W(II', 7).

By Lemma [Bl4 and Lemma [Bl5 X can be transformed in a derivation X’
followed by k < n applications of rule (sp) and by a sequence of rules dealing
with variables not occurring in N. In particular W(X,7) = r*W(%’, 7).

Then, for every ancestor z; in X' the replacement by II ]’ increases the weight
W(X’,r) of at most a quantity W(II’, 7). By definition of weight we are interested
only in effective ancestors, hence by Lemma [IT14:

W(D,7) = (WX, 1) + ne(z, XYW 7)) < rkw(X r) + rkrn=Fu(IT’, r)
< rPW(E ) + W r) = WX, ) + W, 7). O

Now we can show that the weight decreases when a (-reduction is performed.

Lemma 13. Let IIbI"' = M : 0 and M —g M'. There is a derivation II'>I" F
M’ : o, with xk(II) > rk(II'), such that if r > rk(II") then W(II',r) < W(II,T).

Proof. Tt suffices to verify how the weights are modified in the proof of Theorem
[ using Lemma [l We will use exactly the same notations as in the theorem.
Note that if a derivation @ is composed by a derivation @1, followed either by
the sequence 8 or &, then either W(®,r) = W(Py,r) + ¢ or W(D,r) = W(dy,r),
where ¢ is a constant depending only on 6, since 6 does not contain rule (sp).
Then looking at the definition of weight and to the theorem we can state the
following (in)equalities:

W', r) =W(O3,7) + W(O2,7) + ¢ — 1 <W(D,r) + W(O4,7) +W(O2,7) +¢c—1
=W(P, 1) +W(O1,r) +W(O21)+c—1=WD,r)+ WX, r)—1
<WW&,r)+WX,r)—1=W(I,r). 0
Finally the desired results can be obtained.

Theorem 14 (Strong Polystep Soundness). Let IIoI" = M : o, and M
B-reduces to M’ in m steps. Then:

(1) m < [MEUDF(2) M| < MU
Proof. (1) By repeatedly using Lemma and by Lemma [[113, since | M|
rk(II). (2) By repeatedly using Lemma [[3 and by Lemma [IT12.

Theorem 15 (Polytime Soundness). Let I[I>I' & M : o, then M can be
evaluated to normal form on a Turing Machine in time O(|M 3@+,

2
0

Proof. Clearly, as pointed in [10], a § reduction step N —3 N’ can be simulated
in time O(|N|?) on a Turing Machine. Let M = My —3 My —g --- —g M,
be a reduction of M to normal form M,. By Theorem [A2 |M;| < |M[dUD+1
for 0 < i < n, hence each step in the reduction takes time O(|M[*@UD+1)),
Furthermore since by Theorem A1 n is O(|M[2UD+1) the conclusion follows.
O

Clearly Theorem [[H implies that a strong polytime soundness holds, considering
Turing Machine with an oracle for strategies.
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4.2 Polynomial Time Completeness

In order to prove polynomial time completeness of STA we need to encode Turing
Machines (TM) configurations, transitions between configurations and iterators.
We achieve such results considering the usual notion of lambda definability, given
in [I], generalized to different kinds of data. We encode input data in the usual
way, TM configurations and transitions following the lines of [7] and iterators
as usual by Church numerals. We stress that we allow a liberal typing, the only
constraint we impose in order to respect Theorem [I4] is that each input data
must be typable through derivations with degree 0.

Some syntactic sugar. To keep notation concise we add some syntac-
tic sugar. Let M o N stand for Az.M(Nz), My o My o --- o M, stand for
Az .My (Ms(- -+ (My,z))). As usual I stands for Az.z, and F I : Va.a —o a.

Tensor product is definable by second order as c®@7 = Va.(0 — 7 —0 @) —o av.
The constructors and destructors for this data type are (M, N) = Az.xMN,
let z be z,y in N = z(Ax.\y.N). n-ary tensor product can be easily defined
through the binary one and we use ¢” to denote 0 ® - - - ® ¢ n-times.

Note that, since STA is an affine system, tensor product enjoys some proper-
ties of the additive conjunction, as to allow the projectors.

Polynomials To encode natural numbers we will use Church numerals, i.e.
n = As.\z.s"(z). Successor, addition and multiplication are A-definable in the
usual way: succ = Apsz.s(psz), add = \pgsz.ps(gsz) and mul = \pgs.p(gs).
Note that the above terms are not typable by using the usual type for natural
numbers N = Va.!(a — ) —o oo —o . For this reason we define indexed types,
one for each i € N: N; = Va.!*(a —o @) —o @ —o « in particular we have N; = N.
Clearly for each Church numerals n and for each ¢ > 0 € N it holds - n : N;.
Using indexed type it is easy to derive the following typing: F succ : N; — Nj 4,
F add : Nz —0 Nj —0 Nmaz(i,j)+1a Fmul : Nj —o”NZ —0 Ni+j'

Note that Church numerals behave as iterators only on terms typable with
type p —o p for some linear type p. For this reason the above terms cannot be
iterated. Nevertheless they can be composed. In fact, if we want to multiply two
natural numbers we can use mul typed as b mul : N —o!N —o Ny while if we
want to multiply three natural numbers, through the term A\xyz.mul(mul zy)z,
the two occurrences of mul in it need to be typed by different types, for example
N —!N —o N5 the innermost one and Ny —o!!N — N3 the outermost. Such
change of type, in particular on the number of modalities, does not depend on
the values of data.

Lemma 16. Let P be a polynomial in the variable X and deg(P) its degree.
Then there is a term P \-defining P typable as x 99PN | P : Nogeg(p)+1-

Proof. Consider P in Horner normal form, i.e., P = ag+ X (a1 + X (- -+ (ap—1 +
Xay) - ). By induction on deg(P) we show something stronger, i.e., for ¢ > 0, it
is derivable zg : N, 21 :IIN;, ..., z, 1{des(P)-UN, |- p* . Ni(deg(P*))+deg(P*)+1
where P* = ag + Xo(a1 + X1(- -+ (ap—1 + Xnay) - -+ ) so conclusion follows using
(m) rule and taking ¢ = 1.
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Base case is trivial, so consider P* = ag + Xo(P’). By induction hypothesis
Iy - Ni, P ) :!i(deg(P/)—l)Ni H Pl : Ni(deg(P’))+deg(P')+1~
Take P* = add(ag, mul(zg, P")), clearly we have xo : Ny, z; I'N;, ..., 2, :
li(deg(P)=D+iN, | P* : Ni(deg(P/)+1)+deg(P)+141- Since deg(P*) = deg(P') + 1:
it follows zg : Ny, 21 1PNy, ..., zy, 1Hdeg(P-DN; | p* . Ni(deg(P*))+deg(P*)+1-
Now by taking ¢ = 1 and repeatedly applying (m) rule we conclude x 1deg(P)N |-
P=P*x/x1, - ,x/xp] : Nogeg(py+1 0

Booleans. Let us encode booleans, as usual, by: 0 = Axy.z, 1 = Azy.y and
if x then M else N = xMN. They can be typed in STA using as type for
booleans: B = Va.aw —o o —o «. In particular it holds - b : B for b € {0,1}.
Moreover assuming I'H M : o0 and A+ N : o and I'#A it follows I, A,z : B+
if x then M else N : 0.

With the help of the conditional we can define all the usual boolean functions
FAnd: B —-B —oB, FOr: B —oB — B, F Not : B—o B. In particular we
have contraction on booleans: = Cnt = Ab. if b then (0,0) else (1,1) : B —o
B ® B. The above functions and weakening are useful to prove the following.

Lemma 17. FEach boolean total function f :B"™ — B™, where n,m > 1, can be
A-defined by a term f typable in STA as 't f: B™ — B™.

Strings String of booleans can be encoded by: [ ] = Acz.z and [bg, b1, ..., b,] =
Aez.cb(- -+ (¢bpz) - -+) where b; € {0,1}. Boolean strings are typable in STA
with the indexed type S; = Va.l'(B — a —o a) — (a —o a). In particular
for each n,i > 0 € N it holds by : B,...,b, : B F [bg,...,b,] : S;. The term
len = Acs.c(Azy.sy) A-defines the function returning the length of an input
string and is typable in STA with typing b len : S; — Nj;.

Turing Machine. We can A-define Turing Machine configurations by terms of
the shape Ac.(cbl o ---ocbl, cbyo---ochbl Q) where cb)o---ocb, and cbf o

- o cby, represent respectively the left and the right part of the tape, while
Q = (b1, - ,b,) is a n-ary tensor product of boolean values representing the
current state. We assume without loss of generality that by convention the left
part of the tape is represented in a reversed order, that the alphabet is composed
of only the two symbols 0 and 1, that the scanned symbol is the first symbol
of the right part and that states are divided in accepting and rejecting. The
indexed type of a Turing Machine configuration in STA is TM; = Va.l'(B —o
a—o a) —o ((a — a)?@B9). In fact, = Ac.{cblo---ocbl,, cbho---och , Q) : TM,.
The term Init = Mec.(Az.2, Az.t(c0)z, go) A-defines the function that, taking as
input @, defining a polynomial @, gives as output a Turing Machine with tape
of length @ filled by 0’s in the initial state gy and with the head at the beginning
of the tape. As expected F Init : N; — T'M,;. In what follows I D; will denote:

Va.l'(B — a —o a) — ((a — a)?’@(B — a — a)@B® (B — a — a)@B®BY)

Following [7], the work of showing that Turing Machine transitions are -
definable can be decomposed in two steps. Firstly we have a term
Dec = Asc. let s(F(c)) be l,r,q in let (I, \z.I,0)
be t;,¢;, bl in let (I, \x.I,0) be t,,c., b5 in (t;,t,., c;,bh, ¢\ bh, q)
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where F(¢) = Abz. let z be g, h,i in (hi o g,¢,b). Such a term is typable as
F Dec : TM,; — ID; and its behaviour is to decompose a configuration as:

Dec(Ae.{cbho---ocbl, cbho---ochl, Q)) —%
Ae.(cbh o---ocbl, bl o---ochl,, c bl c bl Q)

Then we can define a term

Com = Asc. let scbe l,r,¢;,b;, ¢, b, q in
let 6(br,q) be V/,¢’,m in (if m then R else L)V'¢'{l,r ¢, by, cr)

where R = M\'¢'s. let s be I,7,¢,b;,¢. in {(c.b' o ¢y o l,r ¢’y and L =
AV'¢'s. let s be I, r ¢, by, ¢ in (I,¢by 0 ¢.b' o 7, ¢’). Such a term is typable as
F Com : ID; — TM; and depending on the § transition function, it combines
the symbols returning a configuration as:

Com (Ac.(cby o---ocbl b o---ochl  c bl c, by Q))

=% Ac.(ch ocbhochio--ochl, cbio---ochr, Q) if 6(by, Q) = (V,Q’, Right)
or

—% Ac.(cbt o---ocbl, cbhoch ocho---ochl, Q") if §(b5, Q) = (b,Q', Left)

Checking the typing and the behavior for Dec and Com is boring but easy.

By combining the above terms we obtain the term Tr = Com o Dec which
A-defines a Turing Machine transition and as expected admits the typing - Tr :
TM,; — TM,;.

Let the open term T(b) be Asc. let scbel,r, ¢, by, ¢, by, g in Rbg(l, 7, 1, by, ¢;)
where R is defined as above. Such term is typable as b : B+ T(b) : ID; — TM,,
and it is useful to define the term In = Asm.s(Ab.T(b) o Dec)m that, when
supplied by a boolean string and a Turing Machine, writes the input string on the
tape of the Turing Machine. Such a term is typable astIn : S — TM; — TM,.

The term Ext = As. let s(Ab.Ac.c) be l,7,q in f(g) permits to extract the
information that the machine is in an accepting or non-accepting state. Since
Lemma [I7] assures the existence of f, it holds - Ext : TM,; — B. Now we can
finally show that STA is complete for PTIME.

Theorem 18 (PTIME Completeness). Let a decision problem P be decided
in polynomial time P, where deg(P) = m, and in polynomial space @, where
deg(Q) =1, by a Turing Machine M. Then it is A-definable by a term M typable
in STA as s :Ima=(bmDHIG | Af B,

Proof. By Lemma sp ™S F Pllens,/x] : Noy,q1 and sq 1S -
Q[lens,/z] : Ngjyq1. Furthermore by composition: s : S, ¢ : Nojy1,p @ Nopiq F
Ext(pTr(Ins(Init(q)))) : B so by (cut) and some applications of (m) rule the
conclusion follows. O

Without loss of generality we can assume that a Turing machine stops on
accepting states with the head at the begin of the tape. Hence the term
Extg = Asc. let sc be [, 7, q in r extracts the result from the tape. It is easy to
verify that the typing - Extg : TM,; — S; holds. So we can conclude that STA
is also complete for FPTIME.
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Theorem 19 (FPTIME Completeness). Let a function F be computed in
polynomial time P, where deg(P) = m, and in polynomial space @, where
deg(Q) =1, by a Turing Machine M. Then it is A-definable by a term M typable
in STA as ™LA IG - M Sy .

In the work of Lafont [2], in the proof of PTIME completeness of SLL, an im-
portant role is played by the notions of generic and homogeneous proofs, being
respectively proofs without multiplexors (rule (m)) and with multiplexors of a
fixed rank. Lafont uses homogeneous proofs for representing data and generic
proofs for representing programs. We do not use this classification for proving
the completeness of STA.

References

1. Girard, J.Y.: Light Linear Logic. Information and Computation 143(2), 175-204
(1998)

2. Lafont, Y.: Soft linear logic and polynomial time. Theoretical Computer Sci-
ence 318(1-2), 163-180 (2004)

3. Baillot, P., Mogbil, V.: Soft lambda-calculus: a language for polynomial time com-
putation. In: Walukiewicz, 1. (ed.) FOSSACS 2004. LNCS, vol. 2987, pp. 27-41.
Springer, Heidelberg (2004)

4. Baillot, P., Terui, K.: Light types for polynomial time computation in lambda-
calculus. In: Proceedings of LICS 2004, pp. 266-275. IEEE Computer Society Press,
Los Alamitos (2004)

5. Asperti, A.: Light Affine Logic. In: Proceedings of LICS 1998, pp. 300-308. IEEE
Computer Society Press, Los Alamitos (1998)

6. Asperti, A., Roversi, L.: Intuitionistic Light Affine Logic. ACM Transactions on
Computational Logic 3(1), 137-175 (2002)

7. Mairson, H.G., Terui, K.: On the Computational Complexity of Cut-Elimination
in Linear Logic. In: Blundo, C., Laneve, C. (eds.) ICTCS 2003. LNCS, vol. 2841,
pp. 23-36. Springer, Heidelberg (2003)

8. Ronchi Della Rocca, S., Roversi, L.: Lambda calculus and Intuitionistic Linear
Logic. Studia Logica 59(3) (1997)

9. Coppola, P., Dal Lago, U., Ronchi Della Rocca, S.: Elementary Affine Logic and
the Call by Value Lambda Calculus. In: Urzyczyn, P. (ed.) TLCA 2005. LNCS,
vol. 3461, pp. 131-145. Springer, Heidelberg (2005)

10. Terui, K.: Light Affine Lambda Calculus and Polytime Strong Normalization. In:
Proceedings of LICS 2001, pp. 209-220. IEEE Computer Society Press, Los Alami-
tos (2001)

11. Barendregt, H.P.. The Lambda Calculus: Its Syntax and Semantics.
Elsevier/North-Holland, Amsterdam, London, New York (1984)



	A Soft Type Assignment System for λ-Calculus
	Introduction
	Soft Linear Logic and $lambda$-Calculus
	The Soft Type Assignment System
	Subject Reduction

	Complexity
	Complexity of Reductions in STA
	Polynomial Time Completeness




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth 8
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.01667
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth 8
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.01667
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 2.00000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /False

  /SyntheticBoldness 1.000000
  /Description <<
    /DEU ()
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.000 842.000]
>> setpagedevice




