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Semi-supervised Learning with outliers
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Semi-supervised Learning with outliers (Open-set SSL)

• Towards more realistic semi-supervised learning

Bear Bird Outliers (Novel Class)



Goal and Requirements

• Correctly classify inliers
• Detect outliers

Separate inliers and outliers,  computing SSL loss only for unlabeled inliers 



Related Work

• Semi-supervised learning
• FixMatch [Sohn et.al., NeurIPS2020]
• Pseudo-labeling

• Semi-supervised learning with outliers
• MTC [Yu et.al., ECCV2020]

• Thresholding is not robust to various number of outliers.
• D3LS [Guo et.al., ICML2020]

• No objective to ensure separation between inliers and outliers.

Risk of assigning pseudo-labels to outliers.



Goal and Requirements

• Correctly classify inliers
• Detect outliers

Separate inliers and outliers,  computing SSL loss only for unlabeled inliers 

1. Learning such representations 2. A threshold to pick inliers



Contribution

• New Framework, OpenMatch, for Open-set SSL
• Outlier Detector based on one-vs-all classification network.
• Soft consistency regularization with outlier detector improves outlier detection.
• FixMatch for pseudo-inliers. 

• SOTA performance in Open-set SSL
• Accuracy to classify inliers
• Separation between inliers and outliers

• Effectiveness in novelty detection
• Detect outliers unseen in unlabeled data



Outlier Detector with one-vs-all classification network

• One-vs-All Network [Saito et.al, Arxiv 2021] 

• Train K one-vs-all classifier
• Treat one class as positive, others as negative
• Outlier Detector providing a threshold
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Open-set Soft Consistency Regularization

• Enhance smoothness over data augmentation.
• For better outlier detection.

Feature 
extractor

Feature 
extractor

Outlier
Detector

Outlier
Detector

Anomaly Score
for each class

Anomaly Score
for each class

Unlabeled
example

Augmented 1

Augmented 2
Consistency 

Regularization



Pseudo label vs Soft Consistency

Open-set Semi-supervised Learning (One-vs-All classifier score)
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CIFAR10: 6 inlier classes, 4 outlier classes

No. of labeled samples per class
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CIFAR10: 6 inlier classes, 4 outlier classes

No. of labeled samples per class
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CIFAR10: 6 inlier classes, 4 outlier classes

No. of labeled samples per class

Comparison with SOTA
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AUROC: Outlier Detection CIFAR10: 6 inlier classes, 4 outlier classes

No. of labeled samples per class
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Accuracy for inliers

AUROC to detect outliers



Accuracy for inliers

AUROC to detect outliers

OpenMatch is effective in various settings w.r.t both accuracy and AUROC.



Ablation Study for Our Consistency Regularization

• AUROC
• SOCR = Soft Open-set Consistency Regularization

OpenMatch is effective in various settings w.r.t both accuracy and AUROC.



Ablation Study for FixMatch, SOCR

• FixMatch for pseudo-inliers can improve outlier detection

(a) No Consistency Regularization
No FixMatch (b) No FixMatch (c) OpenMatch

Red: Inliers, Blue: Outliers



OSSL model detects “unseen” outliers?

• Evaluate a model on outliers unseen in unlabeled data
• Train on cifar10, evaluate AUROC
• Supervised model is trained on all labeled inliers in training data

5.8%



Conclusion

• OpenMatch for Open-set Semi-supervised Learning
• Soft Open-set Consistency Regularization for outlier detection
• SOTA performance in OSSL
• Useful to detect outliers “unseen” in unlabeled data


