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Where we are and where we’re going

Church-Turing thesis: TMs capture all algorithms

Consequence: studying the limits of TMs reveals the limits
of computation
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Last time: Countability, uncountability, and diagonalization

Existential proof that there are undecidable and
unrecognizable languages

Today:  An explicit undecidable language

Reductions: Relate decidability / undecidability
of different problems
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An Explicit Undecidable
Language
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Last time:

Theorem: Let X be any set. Then the power set P(X) does not
have the same size as X.

1) Assume, for the sake of contradiction, that there is a
bijection f: X = P(X)

2) “Flip the diagonal” to construct aset S € P(X) such that

x) #= S forevaryx € X \
f() 156)}:1.9 Fx)? re x-lé":(’()-'. gl\fﬁlfhcli
A, | Y N N %V\
1,0 N AN Y
il v Y IM Y
“ |

3) Conclude that f
f is a bijection
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Specializing the proof

Theorem: Let X be the set of all TM deciders. Then there exists
an undecidable language in P({0, 1}")

1) Assume, for the sake of contradiction, that L: X —

P ({0, 1} ) is onto Mepping Le:; TM &, He larguage ¥
29nitee,
2) “Flip the diagonal” tojconstruct a Ia‘néﬁage UD € P({10,1} )l

such that L(M) # UD forevery M € X

3) Conclude that L is not onto, a contradiction
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An explicit undecidable language

™ M

Why is it possible to enumerate all TMs like this?

a) The set of all TMs is finite
[b) IThe set of all TMss is countably infinite
c) The set of all TMs is uncountable
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{ £ M, acgph rpd

An explicit undecidable Ianguage}N o 7
TMM | M((M))? | M((Ma))? | M((M;)? | M((M,))? D ({5 %
M, )/f\l N Y ‘/ Y
M, N ¥y [ v Y
M3 Y Y Y N N
M, N N Y W
D z"\;,'\{{

UD = {{M) | M is a TM that does not accept on input (M)}
Asoune {y contn Aickion 3 ™M) dog:dmy VO

Claim: UD is undecidable

Case V'
Ak

Case 1

————

TE O awgh €99, Hen by defudn of U0, 40>¢ ub %
TL 0 doec et awgt 0O, Hen Ny delutsn of U0, <PY€ VP
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An explicit undecidable language

Theorem: UD = {{(M) | M is a TM that does not accept on
input (M)} is undecidable
Proof: Suppose for contradiction, that TM D decides UD
EMe
D D awph <05 = 0> g00  (hy &f. of 00D

=7 ) does He W H\&uj oa mpd <0
X

2) 0 dees wol augh Co> => L0 € UD  (hy dof. of v0)
=) 0 dees He wrowy Thwg. 3¢
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A more useful undecidable language

A = {{M,w) | M is a TM that accepts input w}
Theorem: Aty is undecidable

Proof: Assume for the sake of contradiction that TM H
decides Atp:

accept if M accepts w

reject  if M does not acceptw
(eMer M reyech o W les oru)

H((M,w)) = {

the (undecidable) language UD -- a contradiction.

E}Iea: Show that H can be used to construct a decider foj
"o ducker
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A more useful undecidable language
0 : $4M2] TM M dees vk acet »n npat LMY
Aty = {(M,w) | M is a TM that accepts input w}

Proof (continued):

T{ acet, med
Suppose, for contradiction, that H decides Aty 4 oo
Consider the following TM D: fa> D
" i i ¢ = —— W (el
Oninput (M) where M isaTM: — “’NQ gl o

1. Run H oninput (M, (M)) —
2. |If H accepts, reject. If H rejects, accept.”

Claim: D decides UD = {{M) | TM M does not accept (M)}
Cae '. 3% AMIE V0 = WM does wt acp! MY =5 AW, (W7 & Ao
=2 A ryebs =5 0 acgs

Cae 2 34 LW d U0 DM awphy ) =5 <M > € A
..but this language is undecidable =~ N acegrtc =5 ) refecis
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Unrecognizable Languages
A‘N\ 1w decidable _
Theorem: A language L is decidablejj and only if L and L

are both Turing-recognizable.
A—[w\ R ch%"‘?""‘& ((‘lj U'lM»

Proof: =
L © 4 ec:dalle =2 L " roogmishile

Lo deddle => L i decdaie  (clowe of dad e
langs, wades (anflewd»)

—

=2 L 2 egnrabl
. "\ -
Aolsabioa ALy 1 V(o -uayecogaieMle  weawey  Agy S5
w\moqvn?t‘u‘a\t

Deook . By Thm, L is wdedanle &> ot lradt ore of L, L wamxymisble

—

Asm undcibable =2 eMer MO’ Am un Poguiteble
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Unrecognizable Languages

Theorem: A language L is decidable if and only if L and L
are both Turing-recognizable.

Proof: =] Supese L © recogred My TH W
C Y‘f’aoc,m.'?t(‘ ‘1:' " N
©oal'. (oshmer o decdo~ V fr L (“S:kj M aad N\
V-. Oon Q\\{N-‘ W .
pPopeat He Fa“ow.\}»j e
oo tun M G o s o0 W
v} fan l\l 4;1( ane QLQP on o)

3 T8 W oaweh, acapt C i F N ok epect
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Classes of Languages

recognizable

regular $0" 1" | n203

¢0”) »> 03
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Reductions
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Scientists vs. Engineers

A computer scientist and an engineer are stranded on a
desert island. They find two palm trees with one coconut
on each. The engineer cllmbs a tree, picks a coconut and
eats. 7

The computer scientist climbs the second tree, picks a
coconut, climbs down, climbs up the first tree and places
it there, declaring success.

“Now we’ve reduced the problem to one we’ve already
solved.” (Please laugh)
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. A C OC DAn
Reductions iy oot o by (@ oot fom g

A reduction from problem A to problem B is an algorithm

for problem A which uses an algorithm for problem B as a
subroutine

If such a reduction exists, we say “A reduces to B”

SIS

My & A
) ad/
L . Wy )/\ My. Lo 0 — ret
l
Wa | _éa;r 4
: ‘« acet [rvect
— —
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Reductions

A reduction from problem A to problem B is an algorithm

for problem A which uses an algorithm for problem B as a
subroutine

If such a reduction exists, we say “A reduces to B”

If A reduces to B, and B is decidable, what can we say
about A?

a) Ais decidable| EI '1"'. Ig.l

b) Alis undeudable Bﬂ_&b‘
c) A might be either decidable or undecidable L=l
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Two uses of reductions

Positive uses: If A reduces to B and B is decidable, then A
is also decidable

Eoraz 3L0) D= o 74 ()= B3

EQpra = {{D1, D3) |Dy1, D, are DFAs and L(D;) = L(D,)}
Theorem: EQpg, is decidable

Proof: The following TM decides EQppa

Oninput (D¢, D,), where (D, D,) are DFAs:

1. Construct a DFA D that recognizes the symmetric
difference L(D{) A L(D,)

2. Run the decider for Epgpa on (D) and return its output
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Two uses of reductions

Negative uses: If A reduces to B and A is undecidable,
then B is also undecidable

Aty = {(M,w) | M is a TM that accepts input w}

Suppose H decides Aty .
Lo d 9N

Consider the following TM D. \6

On input (M) where M is a TM:
1. Run H on input (M, (M))
2. If H accepts, reject. If H rejects, accept.

Claim: D decides
UD = {{(M) | M is a TM that does not accept input (M)}
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Two uses of reductions

Negative uses: If A reduces to B and A is undecidable,
then B is also undecidable

Template for undecidability proof by reduction:
1. Suppose to the contrary that B is decidable

2. Using a decider for B as a subroutine, construct an
algorithm deciding A

3. But A is undecidable. Contradiction!
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Halting Problem

Computational problem: Given a program (TM; and input w,
does that program halt (either accept or reject) on input w?

Formulation as a language:
HALTyy = {{M,w) |M is a TM that halts on input w}

M( <Y
Ex. M = “On input x (a natural number written in binary):
Foreachy = 1,2,3, ...:
2 p— M »
1 non) dfg)/ = x, accept. Else, continue.

s (M, 101) € HALTpp?

N
a) Yes, because M accepts on input 101 EI:'TJ-'!.I%I
b) Yes, because M rejects on input 101 ?ﬁ:-"_'_ihl&
c) No, because M rejects on input 101 El:l!-.. w1

|d) ) No, because M loops on input 101

10/26/2021 CS332 - Theory of Computation 21



Halting Problem
Computational problem: Given a program (TM; and input w,
does that program halt (either accept or reject) on input w?

Formulation as a language:
HALTyy = {{M,w) |M is a TM that halts on input w}

Ex. M = “On input x (a natural number in binary):
Foreachy = 1,2,3,...:
|f y2 = x, accept. Else, continue.”

M' = “On input x (a natural number in binary):
Foreachy =1,2,3,...,x
|f y2 = x, accept. Else, continue.

Reject.”
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Halting Problem

HALTry = {{M,w) |M is a TM that halts on input w}

Theorem: HALTty is undecidable

Proof: Suppose for contradiction that there exists a decider H
for HALTt\. We construct a decider for V for Aty as follows:

On input (M, w): Sard +o Amm
1.

2.
3.
4

Run H on input (M, w)

If H rejects, reject

If H accepts, run M onw
If M accepts, accept
Otherwise, reject.

This is a reduction from Aty to HALTTM
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