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Last Time

Formal definition of a TM, configurations, how a TM computes

Recognizability vs. Decidability:
@is Turing-recognizable if there exists a TM M such that
YW €A = M haltsonw in state q,ccept

Yw¢&A = M haltsonw in state qreject OR
M runs forever on w

A is (Turing-)decidable if there exists a TM M such that
“w €A = M haltsonw in state q,ccept

‘ww & A = M halts on w in state Qreject



TMs are equivalent to...

* TMs with “stay put” ] b e
 TMs with 2-way infinite tapes

* Multi-tape TMs

* Nondeterministic TMs

* Random access TMs

* Enumerators

* Finite automata with access to an unbounded queue
* Primitive recursive functions

* Cellular automata




Multi-Tape TMs

.. c WV
Finite
a | b L a |&Zl
control

Fixed number of ta pes k (k can’t depend on input or change
during computation)

Transition function § : Q X T'* — Q x T* x {L, R, S}*
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Why are Multi-Tape TMs Helpful?

To show a language is Turing-recognizable or decidable, it’s

enough to construct a multi-tape TM

Tael Y IVV Gk

Often easier to construct multi-tape TMs Talel Ll
Ex. Decider for {aibj‘i > j} A Yol by T
On input w:

1) Scan tape 1 left-to-right to check that w € L(a™b™)

2) Scan tape 2 left-to-right to copy all b’s to tape 2

3) Starting from left ends of tapes 1 and 2, scan both tapes to check
that every b on tape 2 has an accompanying a on tape 1. If not,
reject.

4) Check that the first blank on tape 2 has an accompanying a on
tape 1. If so, accept; otherwise, reject.
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Why are Multi-Tape TMs Helpful?

To show a language is Turing-recognizable or decidable, it’s

enough to construct a multi-tape TM ¢ recoqnachle Lo, L,

. . L‘UL:.-.'D a'SO
Very helpful for proving closure properties recopn ehle

Ex. Closure of recognizable languages under union. Suppose//Ml is a
single-tape TM recognizing L1, M, is a single-tape TM recognizing L
M N rewguany LV Lo ow % Niond izl 19a | M:s’m'.

— ﬂ.,ae hlt&s.
on wpr W EEeee—= 1) 3% we Lty
m‘ _TrWTl.f' .

) (ofy W o e 2 el Wl = Togl ) e f,;’fé’,,“

1) gy @ ho e 3 e B 50 razy Wy 91
3) 1198 M, o e L Topue- 3§ vely ot W WV lam My
— A foaer acel.
Lan W, on ey u:a W-}L’.) W\Mm & W S‘MQ ol

- 1) E‘: Q# hVtla
; ¢ ol jat, forarS )
B et TH agh, adeh  oreie Nood M e
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Why are Multi-Tape TMs Helpful?

To show a language is Turing-recognizable or decidable, it’s
enough to construct a multi-tape TM

Very helpful for proving closure properties

Ex. Closure of recognizable languages under union. Suppose M, is a
single-tape TM recognizing L, M, is a single-tape TM recognizing L

On input w:
1) Scan tapes 1, 2, and 3 left-to-right to copy w to tapes 2 and 3
2) Repeat forever:

a) Run M, for one step on tape 2

b) Run M, for one step on tape 3

c) If either machine accepts, accept



Multi-Tape TMs are Equivalent to Single-Tape TMs

Theorem: Every k-tape TM M with can be simulated by an
equivalent single-tape TM M’

b \b( a |a |
"
Finite q b ] q ‘;c
control
L
U | b |a |a|c
Finite v
control aa#abUa/l#ubaac#

ot ©
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How to Simulate It

M aldi-tope ™M
To show that a TM variant is no more powerful than the

basic, single-tape TM:

Show that if M is any variant machine, there exists a basic,
single-tape TM M’ that can simulate M

(Usual) parts of the simulation:

 Describe how to initialize the tapes of M’ based on the
input to M

* Describe how to simulate one step of M’s computation
using (possibly many steps of) M’
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M W lwz) --— )

Simulating Multiple Tapes o
Implementation-Level Description of M’ W :I# &j@
Oninputw = wyw, ...wy, :: u% doB
1. Format tape into # wyw, ..w,# LI # LI # .. # T oo—
2. For each move of M: Juifw - -~

Scan left-to-right, finding current symbols™ "’ Bl - -

Scan left-to-right, writing new symbols,

Scan left-to-right, moving each tape head

If a tape head goes off the right end, insert blank

If a tape head goes off left end, move back right
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Closure Properties

The Turing-decidable languages are closed under:

* Union * Intersection
* Concatenation * Reverse Nod o sho Thet
e Star 0@@ 7‘(’ ™™ M &ci&é
lawyucgl 44, on
T M m dec‘-b:,z
: : .M' ex.chayes,
The Turing-recognizable languages are closed under:" acgh awd
rtjod’
Shakes
* Union * Intersection
\ .
* Concatenation * Reverse /
e Star Mot (w\eﬂi"
oes wt worle for

"¢ qﬁ ‘zem
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TMs are equivalent to...

* TMs with “stay put”

 TMs with 2-way infinite tapes

* Multi-tape TMs

* Nondeterministic TMs

* Random access TMs

* Enumerators

* Finite automata with access to an unbounded queue
* Primitive recursive functions

* Cellular automata




Nondeterministic TMs

At any point in computation, may nondeterministically
branch. Accepts iff there exists an accepting branch.

Transition function 6§ : Q XI' - P(Q XT x {L,R,S})

r '\ Q + ‘Eexl- &
( awr\ "“"Qi\h\ v Symbo) “‘5’;‘: &,
bearch .;t\;' ablle QNM b dffert Or path’

o k
@ O,




Nondeterministic TMs

At any point in computation, may nondeterministically
branch. Accepts iff there exists an accepting computation

path x —+ x,L
M
L r
(@)
» /
a— x,L
a,b— R x =R
g ()
//(;\ a,b,Ll —R /‘(; -
start —| qo0 ; >
\_/

B b— x.L
LJ— L
b— x.R i
q»l\::__) x — L ()
_J N
[ ]
\ L= L X —?/x L

Qacecept |

N
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Nondeterministic TMs

At any point in computation, may nondeterministically
branch. Accepts iff there exists an accepting computation

path Tupt Resch ‘ZQ(X ):{_l ’3/3(}‘(% -

Implementation-Level Description

Srech L

] bl baba
& olowhet T Sq,b A ,
On input string w: ('54(’" o 3 7’) o egeck

FScan tape left-to-right. At some point during this scan,l) a0 o bl a by

/ nondeterministically go to step 2 ﬂt‘o a b e by
ad the next symbol s and cross it off \

b) Move the head left repeatedly until a non-x symbol is found. If
it matches s, cross it off. Else, reject.
c) Move the head right until a non-x symbol is found. If blank is hit,
go to step 3.
d) Go back to 2a)
3) Check that the entire tape consists of x’s. If so, accept. Else, reject.
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Nondeterministic TMs

At any point in computation, may nondeterministically
branch. Accepts iff there exists an accepting computation
path

a.b — R
() () .
/1*!\ a,b,ll - R - P
start —| 90 | > )
N/ e
b— x.L
What is the language recognized by this
U—L NTM?
B b— x,R -
== ( ;; a) {ww|w € {a b}}
- U Lb) {ww®|w € {a, b}"}
o) EE o) {ww | w € {a b, x}*}

N d) {wx"wf|we{ab},n>0}



Nondeterministic TMs

Ex. Given TMs My and M,, construct an NTM recognizing

L(M;) U L(M;) Lo - (el
. r'."‘s - ‘AJ
Oa. mpst - /ﬁE
— — N
+ Nonde Jor mu (.,ﬂj) oXe =g _O

|) Hn M, on Mt . of 4 at‘.ﬂlb M_.

7 orepch pesect .

'L) fua My o wpd . —=

(
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Nondeterministic TMs

Ex. NTM for L = {w |w is a binary number representing
the product of two integers a, b = 2}

High-Level Description:

On t:psl\f A -

) Nowlgmuskaly gess  aed2,-, P
bes2,-, 3

1) (ol o xb. TF  oxbrT acet
tle - W.r.?d'
hdyss. - TE Lel, 4o 3 a,lp €3 L-wd sh Oxlbo=,
Bradh of  coqdafan W Hee a and b guxel =D acg

"q \,\¢b‘ Mo we bt of Ab  came Akt
=D A(\ wades, [ead Jo seject .
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Nondeterministic TMs

An NTM N accepts input w if when run on w it accepts on
at least one computational branch

L(N) = {w | N accepts input w}
Ne UN) mas 2 o wd of NS awbbin wle Hot A acph @

wi LIN) ¢ brwdes of Ny coyuin N ormﬁc:is VJ-Pvmf‘

or (runptahsy i Tals

An NTM N is a decider if on every input, it halts on every
computational branch

WeLl) 23 3 a loah sy, N wagh
WILUN) S o pudes, N ek .
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Nondeterministic TMs

Theorem: Every nondeterministic TM can be simulated by
an equivalent deterministic TM

Proof idea: Explore “tree of possible computations” wW* Uld

M
lm Nt

/%gxg 24 DA
)b\ VEERVERN

Quiot
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Simulating NTMs

Which of the following algorithms is always

appropriate for searching the tree of possible Eﬂ- }
computations for an accepting configuration?

a) Depth-first search: Explore as far as possible down
each branch before backtracking

wekr ¥ NTM 1 dedder

@ Breadth-first search: Explore all configurations at
depth 1, then all configurations at depth 2, etc.

Atwaos woles

c) Both algorithms will always work



