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Last Time
* Asymptotic notation

Big-Oh: f(n) = 0(g(n)) if there exist ¢, ny such that
f(n) < cg(n)foralln =ny A
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Little-Oh: f(n) = o(g(n)) if for ev\\/oery c there exists n,
such that f(n) < cg(n) foralln = n, 9
A\ 9 &9 ’\\ ’
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» Analyzing time/space usage of TMs (algorithms) "=
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Time complexity

Time complexity of a TM (algorithm) = maximum number of
steps it takes on a worst-case input A< a famchin ofF wpad

o g faadie Wowb laath 1
T 9
‘{, <

Formally: Let f : N = N.ATM M runs in time f(n) if for
every n and every input w € £, M halts on w within at most

f(n) steps
‘twe or seb of luguayee

-,
A language A € sHME(}‘(n)) if there exists a basic single-tape
(deterministic) TM M that e Tmeln) iF fue acts

1) Decides A, and any  guadukc- e olg. sy 4
2) Runs in timeL_O_gf(n)) (e way =t 10{,1:00"‘5
0n, ... )
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. . [=] sty [m]
Time class containment

If f(n) = 0(g(n)), then which of the following [u]
statements is always true? TTwE(EM)) = § Liguages h o4
A s det.:d-ér(‘c M e
(fo §
TIME C TIME
@ (f (TL)) (g (Tl)) Ae T ME(E(1) wans

b) TIME(g(n)) € TIME(f(n)) 3 1m M 5. decds

¢) TIME(f(n)) = TIME(g(n)) _ @ ™ rin b e T(Em

=210 N N dorde A

) dmd W g Fe T(gh)

L« TIME(Y & TIMEGH) [sine Sy = EG0)
C\;SSS" QauensS

Co v e 2D e TIMHgn)
e Wbcm
Sthalle T Luea dves =D TIME(S0) . TIMEC Fnd.
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d) None of the above




Example

A={0"1"|m = 0}
M = “On input w:
1. Scan input and reject if not of the form 0" 1*&— 0(n) R
2. While input contains both 0’s and 1’s: j o(n)
Cross off one 0 and one 1 3 oln)

3. Accept if no 0’s and no 1’s left. Otherwise, reject.”

e M runsintime O(n?) and decdse langunge 4
= Ae TIME(nY)

* |s there a faster algorithm?
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xemple o IR NI
A={0"1"|m = 0}
M' = “On input w:

1. Scan input and reject if not of the form O*lﬂ O(n)

2. While input contains both 0’s and 1's: | o(4s9 n)

 Reject if the total number of 0’s and 1’s remaining is <f:d]cx,,)
. Cross off every other 0 and every other 1

3. Accept if no 0’s and no 1’s left. Otherwise, reject.”

* Running time of M": 0Cn)  + offeyn) - 0(a) = Olulyn)

N u
oh"" ' ° B PS
j'“sp»n’f ;-:};P He pr phwe 2
o cedwe.

* |s there a faster algorithm?
== A eTJ'WlC—(V\ 109 n)
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Example
Running time of M": O(nlogn)

/. . . .
Theorem (Sipser, Problem 7.49): If L can be decided in

o(nlogn) time on a basic single-tape TM, then L is
__regular

C9V°\|2n.' m N wo o(nlov—n) Hee d‘go«‘"ﬁm 'ﬁl‘
P(4 §0M|M \m? 03 beane A 2 wuneya—
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Does it matter that we're using the 1-tape

model for this result?
It matters: 2-tape TMs can decide A faster 00 008 YyA'y
gI99y
M" =“On input w:
1. Scan input and reject if not of the form 0*1*

2. Copy 0’s to tape 2
3. Scan tape 1. For each 1 read, cross off a O on tape 2

4. If O’s on tape 2 finish at same time as 1’s on tape 1, accept.
Otherwise, reject.”

Analysis: A is decided in time O(n) on a 2-tape TM

Moral of the story (part 1): Unlike decidability, time
complexity depends on the TM model
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How much does the model matter?

Theorem: Let t(n) = n be a function. Every multi-tape

TM running in time t(ng has an equivalent single-tape TM
running in time 0(t(n)*)

Proof idea:

We already saw how to simulate a multi-tape TM with a
ingle-tape TM

Need a runtime analysis of this construction

Moral of the story (part 2): Time complexity doesn’t
depend too much on the TM model (as long as it’s
deterministic, sequential)
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Single vs. Multi-Tape

TM running in time t(n) has an equi)valent single-tape TM
running in time 0(t(n)?2) &w= o’
& ( ( ) 25 decdioMle m he o) on ‘l?:'k\le 1:1 2
. . 2 b declate » % Ocn®)
Suppose B is decidable in time O(n“) on a 42-tape TM.>om4)

What is the best upper bound you can give on the &+ swie-jpe
runtime of a basic single-tape TM deciding B? ™.

a) 0(n?) =]

|b)) 0(n*)

c) 0(n%h)
d) 20

Cheorem: Let t(n) = n be a function. Every multi-tape

ar

=]
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Single vs. Multi-Tape

Theorem: Let t(n) = n be a function. Every multi-tape
TM running in time t(n) has an equivalent single-tape TM
running in time 0 (t(n)*4)

Proof idea:

We already saw how to simulate a multi-tape TM with a
single-tape TM

Need a runtime analysis of this construction
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Simulating Multiple Tapes

(Implementation-Level Description)

\ (7 3 at sewe .
1% S/Ce\\s A AR T

Oninputw = wyw, ...w,
1. Format tape into # wyw, ..w, # (1 # L1 # ... i
2. Foreach move of M: *e! ™% - e 1
Scan left-to-right, finding current symbols& o(s) <kfs
Scan left-to-right, writing new symbols,z& 06) sts

Scan left-to-right, moving each tape head &« 0 ks

If a tape head goes off the right end, insert blank
If a tape head goes off left end, move back right
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Single vs. Multi-Tape

Theorem: Let t(n) = n be a function. Every multi-tape
TM running in time has an equivalent single-tape TM
running in time 0 (t(n)*)

- . . . W N a tucba-'- (.:M‘we«ln-"
Proof: Time analysis of simulation 4 o beke of Taehd O m )

* Time to initialize (i.e., format tape): O(n + k) ™Wi-tpe ™
* Time to simulate one step of multi-tape TM: O(k @)
Uy T TE il T v i B 0, H doudes Clom bm) fope copic
Badh  sulabin st fobee fio O tape cels ugled)
'/O(u.-(‘(n))

* Number of multi-tape steps to simulate: t(n)

O(ntht “—“")t)
= Total time: : : - = ‘
Olni)  + 9(««»} 0{ " f@ .ow«.) )

Mhaldaboy 4 Sy oswle.  sadedio e A
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Extended Church-Turing Thesis

Every “reasonable” (physically realizable) model of
computation can be simulated by a basic, single-tape TM

with only a polynomial slowdown.

E.g., doubly infinite TMs, multi-tape TMs, RAM TMs 3
Does not include nondeterministic TMs (not reasonable)

Possible counterexamples? Randomized computation,)
parallel computation, DNA computing, qguantum
computation  Mee heliewnc . ECT agles o defernushe

- Sequorkal podek  of oyt
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Space complexity

Space complexity of a TM (algorithm) = maximum number of
tape cells it uses on a worst-case input

Formally: Let f : N = N. ATM M runs in space f (n) if for
every n and every input w € £, M halts on w using at most

f(n) tape cells

A language A € SPACE(f (n)) if there exists a basic single-
tape (deterministic) TM M that

1) Decides A4, and
2) Runs in space O(f(n))
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. [m] ity [m]
How does space relate to time?

Which of the fo Iowin% is true for every function [m] r
TIME(Kn))> § A—\ A decdahle k:) a bhai‘c sh,lc ™pe W

h
f) =p? o e ftn))3
SPRCECS) *% 4] - space .. 3

R ¢ TIME(Hn))
[a)) TIME(f(n)) € SPACE(f(n)) ReTeam s

b) SPACE(f(n)) € TIME(f (n)) W e O(Fn)

) THE(T) = SPace(e) | 72 0 e

d) None of the above M Con pch o sl
The [Hecobt Padl vaiud ) - . ok celig)
TIne(fn) o stace( fa) [y M} e 4 cerrn))

=2 TIME () < SPACE (Fii))
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Back to our example
A € TIME (nlog n)

— m1m >

M = “On input w:
1. Scan input and reject if not of the form 0"1"
2. While input contains both 0’s and 1’s:
Cross off one 0 and one 1

3. Accept if no 0’s and no 1’s left. Otherwise, reject.”

Theorem: Let s(n) = n be a function. Every multi-tape
TM running in space s(n) has an equivalent single-tape
TM running in space O(s(n))
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Hierarchy Theorems
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More time, more problems
We know, e.g., that TIME (n®) € TIME(@

(Anything we can do in quadratic time we can do in cubic time)

Question: Are there problems that we can solve in cubic time
that we cannot solve in quadratic time?

\ AL s+
Theorem: There is a language L € TIME(L‘?), L dec:dakle i ¢..‘l:;
but L & TIME(N®)  wit L nok desdutie
" Quaderc Pl

“Time hierarchy”:
TIME(n)@IME(nZ) C TIME (n3)C TIME (n*)
T s a ket F, bt o) o
A’Q.& Mas ACH bWl D Lel® <. LfA'-
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Diagonalization redux

TMM | M((M1))?| M((M2))? | M({M3))? | M({M4))? D((D))?
M, )/;\] N Y Y
M, N N Y Y
My Y Y Yn | N
M, N N Y Ny
D

UD = {{M) | M is a TM that does not accept input (M)}
L ={(M)| M isaTM that does not accept input (M)
within n> steps} n= |¢#|

4/10/2024
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An explicit separating language

Theorem: L = {{M) | M is a TM that does not accept
input (M) within n*® steps}
is in TIME (n3), but not in TIME (n?)
Proof Sketch: InTIME(n3) 0. 3 o cdic ¥ ol dedey L
Oninput (M):  n=|¢m>)
1. Simulate M on input (M) for n?> steps

2. If M accepts, reject. If M rejects or did not yet
halt, accept.

Tt Ths  sudlabhes

Can Ve dme On®) Jie
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An explicit separating language

Theorem: L = {{M) | M is a TM that does not accept
input (M) within n*® steps}
is in TIME (n°), but not in TIME (n*)
Proof Sketch: Not in TIME (n*®)
Suppose for contradiction that D decides L in time 0(n?%)
EMer
3 0 b L) = 0 adds <07 i O@S) kS
=2 QgL by b of L
(whedich  cavechess of O
1) D dey b ampl 200 = 0 ark L ofe o) s

=0 el Yy &f of L
Codmdchy,  covecd s of O
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Time and space hierarchy theorems

* For every* function t(n) = nlogn, th?re exists a language
decidable in t(n) time, but notin o ( L ) time.

log t(n)
. &
Ex. )= n
2 L sk LY deadibe o tie d(m‘S bzu’r ot dedunle i

"
we [mt—)) 4.’ "
— Usuy o wodol oF qut’a.m(\j
* For every* function s(n) = logn there exists a language

decidable in s(n) space, but notin o(s(n)) space.

*“time constructible” and “space constructible”, respectively
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Complexity Class P
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Time and space complexity

The basic questions

1. How do we measure complexity?

2. Asymptotic notation

3. How robustis the TM model when we care about
measuring complexity?

4.\ How do we mathematically capture our intuitive
notion of “efficient algorithms”?



Complexity class P

Definition: P is the class of languages decidable in
polynomial time on a basic single-tape (deterministic) TM

P= U, TIME(nk) = TIME() U TINE(n™) dTImZ-(n3)
v ...

* Class doesn’t change if we substitute in another
reasonable deterministic model (Extended Church-Turing)

* Cobham-Edmonds Thesis: Roughly captures class of
problems that are feasible to solve on computers
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A note about encodings

We'll still use the notation ( ) for “any reasonable”
encoding of the input to a TM...but now we have to be
more careful about what we mean by “reasonable”

How long is the encoding of a V-vertex, E-edge graph...
... as an adjacency matrix?
... as an adjacency list?

How long is the encoding of a natural number k
... in binary?
... in decimal?
.. inunary?



Describing and analyzing polynomial-time
algorithms

* Due to Extended Church-Turing Thesis, we can still use
nigh-level descriptions on multi-tape machines

* Polynomial-time is robust under composition: poly(n)
executions of poly(n)-time subroutines run on poly(n)-
size inputs gives an algorithm running in poly(n) time.

= Can freely use algorithms we’ve seen before as
subroutines if we've analyzed their runtime

* Need to be careful about size of inputs! (Assume inputs
represented in binary unless otherwise stated.)




