BU CS 332 —Theory of Computation
ObA=|0

https://forms.gle/G5t6TLBUsBoA56¢cL6 %-

Lecture 16: Reading:

* More Examples of Reductions Sipser Ch 5.1, 5.3
* Mapping Reductions

Mark Bun
March 26, 2025



Last Time: Reductions

A reduction from problem A to problem B is an algorithm

for problem A which uses an algorithm for problem B as a
subroutine

If such a reduction exists, we say “A reduces to B”

Positive uses: If A reduces to B and B is decidable, then A
is also decidable

Ex. Eppa is decidable = EQpgp is decidable

Negative uses: If A reduces to B and A is undecidable,
then B is also undecidable

Ex. UD is undecidable = Aty is undecidable
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: Redue fom Arm o HiL_T_l"
Halting Problem T s T

HALTry = {{M,w) |M is a TM that halts on input w}
Theorem: HALTTy is undecidable

Proof: Suppose for contradiction that there exists a decider H
for HALTtp. We construct a decider for IV for Aty as follows:

On input (M, w): e 4, €l = N ash Wit W
[ : D H awh topad (.\'\,vD J
/[ 1. :unHon input (M, w) 2 bt 1o e By Vet e 1y
H rejects, reject
J J o (i) ¢ hm et

2
3. If H accepts, run' M onw W) M e o N
4. If M accepts, accept A oeyeds aptr LoD

i i = ; J
Otherwise, reject. IV ke e 2

W) M weds yn WD
e H Lo ook ey M Wil malee A acgly < Ma)

A dese N d o wof =) owed 1 Tk 3 VU roidh e

= Y
Vb Mo N This is a reduction from Ay to HALTTM
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Halting Problem

Computational problem: Given a program (TM) and input
w, does that program halt on input w?

* A central problem in formal verification

* Dealing with undecidability in practice:

- Use heuristics that are correct on most real instances,
but may be wrong or loop forever on others

- Restrict to a “non-Turing-complete” subclass of
programs for which halting is decidable

- Use a programming language that lets a programmer
specify hints (e.g., loop invariants) that can be
compiled into a formal proof of halting



M""K%VV‘T“ M acfn T WY Compinal Qroow.

Emptiness testing for TMs = s T W, des M
ve.oguitt e gyhy larguage .

Ery = {(M) |MisaTM and L(M) = @}
Theorem: ET)p is undecidable

Proof: Suppose for contradiction that there exists a decider R
for E1p. We construct a decider ¥ for Aty as follows:
On input (M, w): M, ) € haa
. =) M awgh W
1. Ru@n input ??? <M?7 5 Ly # PP IgEm
2) . wedks {vD)
2V agph
L awph (a3, reject 4,07 ¢ km
/X

- . =) M dges ack wtwt o
Wech my . aapk 25 LMY w07 ot

wt he e
% ey 02 ﬂ-.(u'?m&'u
'{his is a reduction from Aty to Erwm
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Emptiness testing for TMs

Ery = {{M) [M isaTM and L(M) = @}
Theorem: ETp is undecidable

Proof: Suppose for contradiction that there exists a decider R
for Etp. We construct a decider V for Aty as follows:

On inpUt <M' W>: What do we want out of
1. Constructa TM N as follows: machine N7 |
Mot W & L e a) L(N)isempty iff M
& AN ¢ Etm g Ned N5 G- accepts w |
" b)| L(N) is non-empty iff M
= L # f ourenes accepts w
c) L(M)isemptyiff N
_ accepts w
2. Run R on Input (N) d) L(M) is non-empty iff N
3. If R eyt accept. Otherwise, reject accepts w

This is a reduction from App to E1p
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Emptiness testing for TMs

Ety = {{M) [M isaTM and L(M) = @}

Theorem: ET)p is undecidable

for ETp. We construct a decide

Proof: Suppose for contradiction that there exists a decider R
{V l}

On input (M, w):
1. Constructa TM N as follows:
“Oninput x: JTqeve %
Run M on w and output the result.”
2. Run R on input (N)
3. If R rejects, accept. Otherwise, reject

Vodecdes My, Wt Vusd A undenkhie Y&
DV sk oot e omn 4 deide—

or Ary as follows: (Pokaat 4

M) € Aoy -
2N ey W
D¢ 1 N awh £
Plum: 7 £4
:’)ffL n’qﬂch“") \/dasz
i) ¢ A
,;M4J.::wl awwt W
'-'—2 v N_deg oot <ol 2

)

DL awsts =D VGek V

SN e an 4 14~ 1 is is a reduction from Aty to Ety
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Equality Testing for TMs

EQrm = {{My, M3) |My, M, are TMs and L(M;) = L(M,)}
Theorem: EQTyp is undecidable

Proof: Suppose for contradiction that there exists a decider R
for EQryn. We construct a decider for Ey as follows:

On input/{M\
1. Construct TMs N4, N, as follows:
N]_ - NZ =

2. Rur@)n input (N{, N>)
3. If R accepts, accept. Otherwise, reject.

This is a reduction from E7p to EQmp
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JEgualiyy, Testing foraMs

What do we want out of the machines N;, N,?
a) L(M) = @iff Ny = Ny [b))L(M) = @ iff L(N;) = L(N,)
c) LIM)=0Qiff Ny#N, d)L(M)=¢0iff L(N;) # L(N,)
On input (M): [ Wet” V (<#2) aces & L(@

1. Construct TMs N4, N, as follows:

N; = N, =
LCN) = ?5 LW,y = UM)

2. Run R on input {(Ny, N,)f  UNY= L) & R awrs iwpd LA N,)
3. If R accepts, accept. Otherwise, reject.
This is a reduction from Ety to EQry

3/29/2025 CS332 - Theory of Computation 9




Equality Testing for TMs

EQrm = {{My, M;) [M;, M, are TMs and L(M;) = L(M,)}

Theorem: EQTyp is undecidable

Proof: Suppose for contradiction that t
for EQ1y. We construct a decider for/lhﬁr,[

e exists a decider R

as follows:

Oninput (M): |_Tm V
1. Construct TMs N;, N, as follows:
Ny =“On input x: N, =M
reject”

L= ¢

LiNY=1n)

2. Run R on input (N¢, N,)
3. If R accepts, accept. Otherwise, reject.

(M) & B
D UM=p
= LINY= @ = L(n2)
=) L q

=V awsy /|

M) ¢ B

= um# g

D Ly=$ £ Ui
% L rieh

= J re(pdy . v

Hoaws & Luss T welnddte

Wt ben o dide .
= 0\3/29'7‘2’0‘39 i - cs3ﬂ‘?Thmomm¥»

This is a reduction from E7p to EQmp
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Regular [anguage testing for TMs

REGty = {{M) |M isaTM and L(M) is regular}
Theorem: RE Gy is undecidable

Proof: Suppose for contradiction that there exists a decider R
for REGTy . We construct a decider for Aty as follows:

On input (M, w): M awh ¥ I E
1. Constructa TM N as follows: LIN) © rgfer

2. Run R on input (N)
3. If R accepts, accept. Otherwise, reject

This is a reduction from Aty to REGty
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Regular [anguage testing for TMs

REGty = {{M) |M isaTM and L(M) is regular}
Theorem: RE Gy is undecidable

Proof: Suppose for contradiction that there exists a decider R
for REGTy . We construct a decider for Aty as follows:

On input (M, w): M awh O
1. Constructa TM N as follows: ==27 \u&:.) =”zon, ¢ L
N =“On input x, >
1.1f x € {0"1™ | n = 0}, accept 25 ‘:‘.‘::,, ;‘:;':
2.Run TM M on input w . w‘ﬂ(f‘;’:,;;nwdﬁ
3. If M accepts, accept. Otherwise, reject.” —which
2. Run R on input (N) 1S ast pgulet

3. If R accepts, accept. Otherwise, reject

This is a reduction from Aty to REGty
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Mapping Reductions
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» P> \Warning » P

What’s wrong with the following “proof”?
Bogus “Theorem”: Aty is not Turing-recognizable

Bogus “Proof”: Let R be an alleged recognizer for Atp. We
construct a recognizer S for unrecognizable language Aty:

™6 Gug

Oninput (M, w): (‘s do 7;) x:—_M l[oops on w
1. Run R on input (M, w) A et lovp
2. If R accepts, reject. If R rejects, accept. T et ooy

J)

This sure looks like a reduction from Arp to At
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Mapping Reductions: Motivation

How do we formalize the notion of a reduction?

2. How do we use reductions to show that languages are
unrecognizable?

3. How do we protect ourselves from accidentally
“proving” bogus statements about recognizability?



Computable Functions

Definition:
A function f: X" — X* is computable if thereisa TM M

which, given as input any w € X%, halts with only f(w) on
its tape. (“Outputs f(w)”)

|E R PR ]

|

E‘?(d. A
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Computable Functions

Definition:

A function f: X" — X* is computable if thereisa TM M
which, given as input any w € X%, halts with only f(w) on
its tape. (“Outputs f(w)”)

Example 1: f(w) = sort(w)

Example 2: f({x,y)) =x+y
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Computable Functions

Definition:

A function f: X" — X* is computable if thereisa TM M
which, given as input any w € X%, halts with only f(w) on
its tape. (“Outputs f(w)”)

Example 3: f({M,w)) =(M') where M isaTM, w is a
string, and M’ is a TM that ignores its input and simulates
running M on w

TR o oy §

6n  apt vD:-
i. Combucy ™M M .
* O |’4'll‘\' 1- (Iqm ;)

fun M w. TX auhy, awgl Tf rech, ngd
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Mapping Reductions

Definition:

et A,B € X* be languages. We say A is mapping reducible
to B, written
A<, B

if there is a computable function f: X" = X" such that for
all stringsw € X", wehavew € A & f(w) €B

NP, L
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Mapping Reductions

Definition:
Language A is mapping reducible to language B, written
A<, B

if there is a computable function f: 2™ = X" such that for
all stringsw € X", wehavew € A & f(w) €B

If A <., B, which of the following is true?

a)A <, B - £
b) A<, B VT e 67
[V < B . .
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. o] (amd\%b M“ -
Decidability wea = #aeB8 (n & of wiis.
=) M g f)  (ode M o, %)

~) ” ach
Theorem: It A <, B and B is decidable, then A is also
decidable —  uwéh '3 ‘cf\‘» fa.g’b ) = N rypch

Proof: Let M be a decider for B and let f: X* = X" be a

mapping reduction from A to B. We can construct a
decider N for A as follows:

On input w: o N Qecdr &r A

1. Compute f(w) _‘f‘ﬂ, N dauder 0 15 /gg&
2. Run M oninput f(w)

3. If M accepts, accept. -

If it rejects, reject.
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Undecidability

Theorem: If A <., B and B is decidable, then A is also
decidable

Corollary: If A <, B and A is undecidable, then B is also
undecidable
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Old Proof: Equality Testing for TMs
EQrm = {{My, M3) |M;, M, are TMs and L(M;) = L(M,)}
Theorem: EQty\ is undecidable

Proof: Suppose for contradiction that there exists a decider R
for EQ1y. We construct a decider for E1y as follows:

On input (M): o R
1. Construct TMs M, M, as follows: Y
M, =M M, = “Oninput x,

1. Ignore x and reject)”
2. Run R on input (M, M)
3. If R accepts, accept. Otherwise, reject.

This is a reduction from E7p to EQ7p
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New Proof: Equality Testing for TMs

EQrm = {(My, My) [My, M5 are TMs and L(M,) = L(M;)}
Theorem: ETM <m EQTM (Hence EQTM IS undecidable)
Proof: The following TM N computes the reduction f:

On input (M):

1. Construct TMs M,, M, as follows: A
M, =M M, = “Oninput x,

_ 1. Ignore x and reject”j

2. Output (M, M,)
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Mapping Reductions: Recognizability

Theorem: If A <, B and B is recognizable, then A is also
recognizable

Proof: Let M be a recognizer for B and let f: X* = X" be a
mapping reduction from A to B. Construct a recognizer
N for A as follows: Puot of comertress (same oy efere)

Wea =2 a) ed (covechess of m(pny red.)

: : 2) N agh £ (corvmtress o ¢)
On input w: >\ accetts

1. Compute f(w
P J(w) ugh 2 ) ¢ 6

2. Run M oninput f(w) D A it ot ateph )
3. If M accepts, accept. W) dus uch auert

If it rejects, reject.
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Unrecognizability

Theorem: If A <., B and B is recognizable, then A is also
recognizable

Corollary: If A <, B and A is unrecognizable, then B is
also unrecognizable

Corollary: If Aty < B, then B is unrecognizable
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