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Mapping Reductions: Motivation

How do we formalize the notion of a reduction?

2. How do we use reductions to show that languages are
unrecognizable?

3. How do we protect ourselves from accidentally
“proving” bogus statements about recognizability?



Mapping Reductions
Definition:
A function f: X* = X% is computable if there is a TM M which,

iven as input any w € X7, halts with only f(w) on its tape.
%”Outputs f(w)”y

Definition:

Let A, B € X™ be languages. We say A is mapping reducible to
B, written

A<, B

if there is a computable function f: X" — X* such that for all
stringsw € X", wehavew €A &< f(w)€ERB

—

3 — 2
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Undecidability rﬁfv“' A )
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Theorem: If A <, B and B is decidable, Then A5 also
decidable

R

Corollary: If A <, B and A is undecidable, then B is also
undecidable
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New Proof: Equality Testing for TMs

waleoddole
EQrm = {(MgMy) My, M, are TMs and L(M,) = L(M,)}
Theorem:\@ <m EQ@ (Hence E(Qt)ys is undecidable)
Proof: The following TM N computes the reduction f:

/E@ T | T M coaes b3
/On input (M):

1. Construct TMs M,, M, as follows: A
M, =M M, = “Oninput x,
_ 1. Ignore x and reject”j

2. Output@

Pook o€ comtchecs £y Chedian £
e ¢ LW) € Etm oI &MY ¢ Exm
LAy = UM) = § Lay =L ¥ ¢
LAY d = Lo, M) CEQm L) = P DCH M) ¢ Eary

3/31/2025 CS332 - Theory of Computation 5



Unrecognizability

Theorem: If A <., B and B is recognizable, then A is also
recognizable

Corollary: If A <, B and A is unrecognizable, then B is
also unrecognizable

Corollary: If Aty < B, then B is unrecognizable
]

E::" i(w‘uﬂ\ ™ M does wot acwt WA

(oro“ﬂQ'- IC Amca 5 & 5y unrecogn=hie
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Lnow'. ATM N

Recognizability and A1y weogeitehle
|
";"l‘..‘_.-'- Ben b wd O H reognisahle E“i!r

=) A reooguizakle
Let L be a language. Which of the following is true?

@, fL <, ATy, then L is recognizable
b) If At <y L, then L is recognizable
c)| If L is recognizable, then L <., Atm
d) If L is recognizable, then Aty <, L

Theorem: L is recognizable if and only if L <, Atm
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Recognizability and A1

Theorem: L is recognizable if and only if L <., Atm

- e 1) BAym A roguiteble
Proof: &=] 3% L <m Am, ke o=l D Reo b, % meomiie

=) recopeitdle

= | Satee | rewquadde. We (0sdnot @ meppeo L
| oue ,

L 4o b o5 flox+ Dok of conechtis’
' s el IM aath W
Mt reageides £
ley M be o ™ S € hua
(On Wk Wl W To onmcke d plen L} L0 € A
Oyt N ad -ofb DN b vot acet I
7‘»,1,,\ n eonpkt o He dery oF =) <MW ¢
T“:‘"J" KoIte  \drgvees  goder Wiy vCduchae 13 21 fv) ¢ A
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Example: Another reduction to EQp

EQry = ((My, My) |My, My are TMs and L(My) = L(M,)}
Theorem: Aty < EQrM IAm’ [4M,) | Th WM acebs U3
Proof: The following TM N computes the reduction f: -;.'

[=]

|
. 3 I
What should the inputs and outputs to f be- El!r -

a) f should take as input a pair (M, M,) and output a pair (M, w)
|b)| f should take as input a pairl(M,Wiand output a pairRMl,m

c) f should take as input a pair (M, M,) and either accept or reject
d) f should take as input a pair (M, w) and either accept or reject

a—

hen & W T (0w
£ ). ‘;

a f} ]
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Example: Another reduction to EQ1y

EQrm = {{My, M) [My, M; are TMs and L(M;) = L(M;)}
Theorem: Aty <m EOQTM

Proof: The following TM computes the reduction f:

M Aoy o acet D= Lim) F LWy (=37)
On input (1\__4_, w):

1. Construct TMs M, M, as follows:

M; = “Oninput x, M, = “Oninput x,
\. -J-qﬂic oL M XN
2. bn M npd v -

2 % M aeh O L, =f”
¢ i M dons wi acerd O

1 (A=
| 3

vy J i
$

2. Output (M3, M;)
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Consequences of Aty <m EOQtm

1. Since Aty is undecidable, E(Q1)y, is also undecidable

2. ATM Sm EQTM |mp||es ATM Sm EQTM
Since Aty is unrecognizable, £ Q) is unrecognizable
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EQry itselt is also unrecognizable

EQrm = {{My, M3) |My, M, are TMs and L(M;) = L(M,)}
Theorem: Aty <,y EQ1y (Hence EQry is unrecognizable)

Proof: The following TM computes the reduction:
L7 € Ty 2y M s v et T an ¢ Am =

0 =
= Um)z § = L) =) Lo, M0€Cony | TS0 «4, TR

On input (M, w): ¢N,, M7 @ Edm.
1. Construct TMs M, M, as follows: L= -
M; = “On input x, ] M, = “Oninput x,
1. lgnore x 1. Ignore x and reject”

2. Run M oninputw
3. If M accepts, accept. ¥ M agh W
etm reject.” L(ﬂo\"if E M dooy ok ated O

2. Output '{27‘41, M,)
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Where we are in CS 332

Automata

Computability

Complexity

Previous unit: Computability theory
What problems can / can’t computers solve?

Final unit: Complexity theory
What problems can / can’t computers solve under
constraints on their computational resources?
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Time and space complexity

Today: Start answering the basic questions
1. How do we measure complexity? (as in CS 330)
2. Asymptotic notation (as in CS 330)

3. How robustis the TM model when we care about
measuring complexity?

4. How do we mathematically capture our intuitive
notion of “efficient algorithms”?

3/31/2025 CS332 - Theory of Computation 14



Time and space complexity

Time complexity of a TM = Running time of an algorithm
= Max number of steps as a function of input length n

Space complexity of a TM = Memory usage of algorithm
= Max number of tape cells as a function of input length n
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C -9t
Review of asymptotic notation

O-notation (upper bounds) ‘. Hu)
gin)
f(n) =0(g(n)) means: //

There exist constants ¢ > 0,15 > 0 such that )

f(n) < cg(n) foreveryn = n,

Example: 2n%+ 12 = 0(n>) (c=3,n =4)

y A
Tutrir ¢ 2n ¥ nt & al n2 n=4
(Jm?. n2zY = W26 2 ll)

L ,*
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Properties of asymptotic notation:

Transitive:
f(n) =0(g(n)) and g(n) = 0(h(n)) means f(n) = 0(h(n))
Es 10473 13 = O(n") o> oY) = joa4% = o(n’)

— )

Not reflexive:
f(n) =0(g(n)) does not mean g(n) = 0(f(n))

Example: f(n) = 2n?%, g(n) = n3
W= o W) wk o fOW)

l e wost,
W) < C-9ny §

Alternative (better) notation: f(n) € O(Q(n))--?"‘")
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Examples

+10°n3+ 2n2 —n +10 =  O(n*)
_ w oloo e
ol O(V\ ) [ o hq‘lr_]
ﬁ g.,..c-Yn 7‘
»Vn +logn = O(%) = 0@™) || " e
— | W \

*n(logn++vn) = nlgn + vIn = O(win = O(vfh)

18
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Little-oh
If O-notation is like <, then o-notation is Iik@

f(n) =o0(g(n)) means:
For every constant ¢ > 0, there exists ny > 0 such that
f(n) <cg(n) foreveryn = n,

45) VY c 2720 3 w70 ql. _@5’(,

Yin
&) Jm % s 0

Example: 2n2+12 =o®3) (n, = max{4/c 3})

(ot Wo® Wal z ‘4/4) .52 1“ “L / 7(

2.1 & Lk n. ¥l
= 3,°

— c_m's ‘
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True facts about asymptotic expressions

Which of the following statements is true about the
function f(n) = 2™? @@

—

[l fM=0B"  dYn 2'¢73
bl fo) =06  Zz - ()" > e

c) f(n)=0(mn*) Expwinls gas  foder Jn  gdyvimmle

[dN).n? = 0(f(n))
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Asymptotic notation within expressions

Asymptotic notation within an expression is shorthand for
“there exists a function satisfying the statement”

Examples: o
. nO(l) Meao He eath Yo fn)= OG) ™ He odtes T 1

& ‘,v)" Gr Som amwmdt C
210. 2 wq;oqﬂao.‘ O(')

*n% + 0(n)
wmpy nHfM) & s - O

v

c(1+0M))N = we  odn = wt fmy e

I - vy W) Wl

fw) = o(w)
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FAABs: Frequently asked asymptotic bounds

e Polynomials.a, + an + ... + an® is O0(n%) if a; > 0

e Logarithms.log n = O(log,n) for all constantsa,b > 0
-‘ga(ﬂ': ffﬂ':'__
© 9> Foreveryc > 0, logn = o(n°)

e Exponentials. Forallb > 1andalld > 0, n¢ = o(b")

e Factorial. n'=nn—-1)---1
By Stirling’s formula, o)

(\/7)(1 +0(1)) = 20(n log n)
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