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Abstract—How can one tamper with data that does not
exist? Motivated by this question, we present the Burning Fetch
eXecution (BFX) paradigm. Data in-use is vulnerable, and the
current focus on encrypting and/or isolating in-use data has fallen
short. Frequently reported breaches of “secure” hardware and in-
dispensable overhead with encryption schemes confirm that trust
is the modern bottleneck. This work tackles the gap in existing
safeguarding technology by avoiding byte-level decryption until
it is immediately fetched by the processor, only to burn it right
after. We perform on-the-fetch data decryption, immediately
followed by burning, i.e., erasing right after processing cycles.
Thus, BFX minimizes the existence of sensitive data in-use. BFX
does not demand new processing hardware units nor requires
restructuring application software. Three pillars set the BFX
paradigm apart: (1) zero-frust multi-party confidentiality with
(2) security rooted in transparency, and (3) high performance.

By tackling the root of the issue, BFX enables a zero-
trust multi-partied sharing without showing scenarios that were
previously unthinkable. We showcase the impact of the BFX
in a scenario with a highly privileged cloud insider attacker
present. We exercise a sensitive mission whereby a third-party
cloud processes fourth-party confidential real-time data streamed
by a drone swarm. To further highlight the zero-trust nature of
BFX, we assume the inference model (code) stream-processing on
swarm data to be top-secret and owned by yet another party. The
unknown threat, however, is the compromised processing system
(cloud) where sensitive code and data are about to be deployed
by all other parties—thanks to misplaced trust.

I. THE WHY: A Burning NEED

The computing landscape has evolved from a single-party
processing model to a multi-party environment. Market de-
mands for higher performance and lower costs have led to
adopting economies of scale in computing, resulting in the
distributed processing paradigm. In this model, computation-
ally intensive tasks are outsourced to third-party providers
like Amazon AWS or Microsoft Azure. The rise of Artificial
Intelligence (AI) has further accelerated this trend. However,
security technologies have not kept pace with these changes.

A. The Unmet Need: Securely Confidential Processing

The 2019 Capital One breac exposed the personal data
of over 100 million customers, an act committed by a former
cloud employee who leaked data from Capital One’s server
hosted on AWS. This incident highlights the ongoing chal-
lenges in securing data processed by third-party facilities [1]].

ICapital One breach statement

Generally, data exists in three forms: at-rest (stored), in-transit,
and in-use (actively processed). Cryptographic methods offer
strong protection for data at-rest and in-transit; however, they
fall short of protecting data in-use. This hinders multi-party
collaboration where sensitive data is involved. Not data in-use
can be secured, nor can parties be trusted.

While hardware-assisted security approaches have emerged
as a practical solution for Confidential Computing, numerous
vulnerabilities have been unveiled affecting Intel SGX [2]-
[7], Arm TrustZone [8]-[10], and AMD SEV [4], [11], [12],
exposing the weaknesses of current leading hardware (HW)
technologies. Security is arguably an overloaded multifaceted
term, and the inherent complexity of HW security is not well
understood even by computing system professionals [[13]]. With
only increasing threat actors’ activity for financial/political
gain, the message is loud and clear: existing methods remain
insufficient [14f]. Unsurprisingly, entities with sensitive data are
hesitant about data sharing or cloud migration. Once deployed
for cloud (or edge) processing, data is essentially in strangers’
hands. Even with ideal external protection, the “trust” issue
is only exacerbated as insiders account for 60% of all cyber-
attacks and 43% of data breaches [[15]], [16] in 2023 alone.

Delays, threats, and breaches have significant costs beyond
mere dollars and cents. They affect organizational integrity,
collective efficiency, and, worst of all, fatal catastrophes. The
missed collaboration and data-sharing opportunities remain a
pressing challenge to overcome.

B. The Shortcomings of Current Solutions

Two dominant classes of 1) Cryptographic and 2) HW-
assisted methods govern Confidential computing technology.
The former includes Homomorphic Encryption and secure
Multi-Party Computation (MPC), imposing a considerable
computational overhead. On the other hand, HW solutions,
such as enclaves, offer a more efficient and practical approach,
e.g., Arm’s TrustZone and Intel’s SGX. Combined crypto-HW
methods also come with challenges as secure enclaves are
primarily available for CPUs, and support for such special-
ized HW remains limitecﬂ This restriction poses challenges,
particularly in feeding data to train neural networks (NNs)

Zhandful of academic research has explored their potential for usage with
accelerators such as GPUs and other PCI devices


https://www.capitalone.com/digital/facts2019/

[17]. Recent studies [[18] show that, for instance, on Intel’s
SGX, this can result in an approximately 400-fold slowdown
when running image classifiers.

Implementing secure hardware enclaves demands substan-
tial application (code/data) modifications, requiring organiza-
tions with sensitive workloads to redesign their systems or hire
cryptography and kernel development experts. Additionally,
exclusive enclave solutions from providers like AWS and
Google Cloud lead to vendor lock-ins, posing restrictions.
Existing solutions are either complexly inefficient or lack
robust security for broad adoption.

C. The Path Forward

To enable secure processing and provide the ultimate se-
curity for all data forms with added emphasis on data in-
use hosted in untrusted environments, we introduce Burning
Fetch eXecution (BFX). BFX provides a framework where
sensitive data only materializes just upon the processor’s
fetch and vanishes immediately after processing without a
trace. BFX has the potential to redefine how industries (e.g.,
healthcare providers, financial institutions, and governmental
entities) engage with data. It facilitates seamless sharing
without showing among parties via automatic compliance with
data management strict regulations such as the EU’s GDPR,
the CCPA [19], and alike [20]-[23]. BFX provides a flexible,
software-agnostic framework that can be deployed from the
edge—e.g., for securing data captured by drones—to the
cloud, where it can safeguard security-critical computations
involving sensitive data.

II. THE WHAT: A Burning STRATEGY

What sets Burning Fetch eXecution apart? Three pillars set
BFX paradigm apart: (1) literal zero-rustiness, (2) security in
transparency, and (3) high performance, all without demanding
new processing hardware and thus software re-usability. To
effectively grasp them, it is crucial to understand why the
need for high performance undeniably contradicts the zero-
trust philosophy by imposing a degree of trust on multi-party
confidentiality. The answer lies around transparency, the root
of the issue.

A. Understanding the Root of the Issue

As detailed in Sec. [I, the primary challenge arises from the
divide among parties. By formalizing the multi-party model
next, we highlight the widened divide by modern AI/ML
applications’ reliance on HW accelerators.

B. A Truly Multi-Party Model

At a high level, we classify “parties” in the following multi-
party/distributed secure processing model: 1) Data Owners
are typically concerned with sharing but keen to collect
data; 2) Data Users are solely interested in specific results
attained from processing the data, (and not the data); 3) Data
Processors, e.g., clouds, are needed but cannot be trusted by
other parties. They are neither interested in the data nor the
results. HW add-on accelerators also fall under this category.

4) Data Subjects, e.g., civilians, are reluctant with their data
collected, and 5) Data Regulators are entities that govern,
validate, and enforce situation-specific regulations.

The complexity of system-wide trustworthiness only in-
creases with the number of parties. For example, the Data
Processor party may adopt specific HW accelerators that
appear insiders to the Processor party but manufactured by
a (potentially breached) third-party HW provider.

The overarching problem we aim to address is the com-
promised security during its active processing (on sensitive
data in-use) in the system, whether edge or cloud. Within
the intricately interconnected nature of modern systems, laden
with numerous complex on-chip components, plain-text data
is considered vulnerable solely by existing. As a response,
numerous cloud/edge providers and HW manufacturers have
introduced hardened on-chip security. However, these solu-
tions 1) heavily rely on placing trust in chip/service providers
and 2) limit the integrability of new HW, such as GPUs,
limiting any HW-assisted acceleration. Unfortunately, even
with current solutions, a reported 43% of all breaches originate
from “insiders”, which highlights the truth: trust is often
misplaced (see a note on trust in appendix [A).

III. THE HOwW: BURNING FETCH EXECUTION PARADIGM

How is it possible to tackle the issue at its root? To
minimize trust to the maximum extent, we need to think out
of the (limiting) box of “secure walls” [24]]-[26]. We propose
a paradigm shift introducing a burning element and an on-
demand data fetcher to our BFX paradigm.

Burning Fetch eXecution. We offer a novel BFX model
that redefines data in-use security by removing the need for
a trusting party, a model whose strength is rooted in its
transparency. At the core of our technology lies the ability to
decouple the physical address seen by the processor, e.g., CPU,
from its corresponding memory location. This fundamental
shift in approach allows for the disassociation between the
contents in memory and what’s fetched to the processing HW.
Our ongoing research [27]-[30] has unlocked the potential
to logically interpose a programmable module between the
processors and main memory without any HW system on
chip (SoC) modification. Leveraged by memory-mapped se-
mantics, transactions are re-routed through the BFX module
instead of taking the conventional data path. Once fetch-
originated memory requests pass through the BFX logic, they
are redirected to the internal memory controller. This entire
mechanism effectively crafts a secondary route to memory. It
is possible to use BFX routing for detailed inspection [31]],
profiling [32]], take action based on the traffic’s characteristics
[28], [33]-[35], or to enforce Confidentiality, Integrity, and
Availability even on the presence of advanced software and
hardware attackers (Trojans) [30]]. Our recent advancements
opened a new class of actions including (but not limited to)
just-on-fetch, fetch-n-burn, and fetch-n-monitor. As such, BFX
is enabled with a guaranteed on-demand burning scheme over
the fetched data.



just-on-fetch. With current processing architectures, data must
be decrypted in memory before its fed to the CPU. This
conventional flow, involving data transfer between the CPU
and memory, exposes the decrypted data while it is in-use,
significantly increasing the potential for security vulnerabil-
ities [30]. In contrast, just-on-fetch keeps data encrypted in
memory at all times, decrypting it on-the-fly just when the
CPU fetches it. This decryption happens immediately before
the data reaches the CPU, with a cache line granularity, min-
imizing the exposure of raw data and substantially reducing
the attack surface.

fetch-n-burn. To ensure that fetched data remains confined
to the processor, our model mandates immediate destruc-
tion within the processing unit, leaving no residual traces.
Specifically, once processed, the data bytes are instantly (and
irreversibly) “burned‘. This approach guarantees unencrypted
data only lives transiently, preventing any possibility of it re-
siding elsewhere in the system. By enforcing data nullification
at the hardware data path level, our model enables zero-trust
secure computation on high-end COTS processing elements,
even in adversarial environments.

fetch-n-monitor. The BFX’s temporal monitoring capabilities
ensure that decrypted data fed by just-on-fetch technique is
continuously monitored and protected through live authen-
tication, with unencrypted bytes available only to a specific
processor within a strictly controlled time frame. Unauthorized
access and anomalies [30], [31]], [36] can be detected in real-
time, even when the entire software stack is compromised.
This method enables zero-trust and fail-safe operations.

IV. DEMONSTRATION

The real-world scenario adopted in our demo is a complex
inference mission involving sensitive data being processed on
a cloud device, a confidential model, and civilians (see Fig.
2] in Appendix). Involved parties are unaware of an insider
attacker in the target (cloud) processor. We demo how the
BFX paradigm transparently 1) prevents sensitive data leakage
while 2) being able to run high-performance resource-intensive
tasks. In the demo, we run a real-time inference model on a
live camera feed, all within a compromised cloud device!
Fig. [T] illustrates how the demo follows the formalized
model in Sec. Data Owners represent A) confidential
images about the Data Subject(s) to be detected (target)
and B) a proprietary (and expensive) NN model owner. Both
parties must maintain exclusive ownership while collaborating
on sharing their data and code. Data Processors emulate
a (cloud) system capable of processing the real-time stream
from the drone swarm (with data in-transit protection). The
swarm transmits a video stream of the Data Subjects, i.c.,
people present in the flight zone. The drones must comply with
data protection protocols, stating ’the captured video should
not be stored, redirected, or used for any other purposes”.
This task is extremely challenging in untrusted multi-party
scenarios. Finally, the Data User is the party interested in
receiving live results (yes/no) on the target’s presence in the

surveillance footage. This party would have coordinated the
mission by hiring all previous parties. Hence, they would have
agreed to comply with all mission-specific and data-privacy-
related protocols passed by the Data Regulators. Regulations
encompass the combined interests and concerns of all the
parties above. We show that even with compromised parties,
previously unthinkable models can be governed and validated
by enforcing on-demand regulations. For demonstration pur-
poses, we also introduce an extra party, an Attacker, i.e., a
privileged insider with access to the Data Processor (cloud),
who attempts to maliciously extract the confidential code/data
in-use.

®|:| ®“
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Fig. 1. The data flow between untrusted parties in the theory and demo.

Demo Setup. We consider a breached cloud provider (Data
Processor) with a full-stack implementation of BFX. As de-
picted in Fig |1} the cloud device (2) is a scaled-down server
on a Kria board. The Kria is breached by an Attacker (3), a
sudoer who knows the exact physical addresses of sensitive
code/data. The drone (Data Owner) captures sensitive images
of people in the room (Data Subjects) (1). This will be
depicted as a laptop with a camera transmitting an encrypted
stream (i.e., data in-transit) to the Kria (2). For simplicity, we
assume that the same Data Owner (1) also securely transmits
a proprietary trained NN to the Kria. The NN is written with
Tensorflow-Lite and trained for real-time inference on
the camera stream; this serves as a computationally intensive
task. Finally, a mobile device (Data User) (4), which is solely
interested in knowing if the target(s) appear(s) in the room,
receiving real-time results.

We highlight the need for a zero-trust paradigm by allowing

the attacker (3) to attempt displaying the sensitive images (de-
moed using a separate laptop). With our BFX implementation,
the hacker only sees randomized encrypted bytes, while in the
naive case, they can display the full camera stream. BFX uses
authentication and phone-home procedures to perform various
monitoring tasks, ensuring mission-wide system integrity.
In conclusion BFX achieves transparent security not by trust
but by design. Adhering to the zero-trust philosophy, we
welcome adopters to understand our design and not to trust it.
With extendable support for compliant HW accelerators and
adaptability to high-end COTS SoCs, BFX goes well beyond
the proposed demo.


https://www.amd.com/en/products/system-on-modules/kria/k26/kv260-vision-starter-kit.html
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Fig. 2. A drone swarm, (1), sends data to a Data Processor server (2),
which, in tandem, utilizes databases managed by Data Owners (3) to output
the result to the Data User (4)

A. A note on trust

Schneuier’s principle states that anyone can design a sys-
tem they cannot break. This emphasizes the importance of
independent review and transparency in system security. We
aim to minimize the amount of trust by welcoming scrutiny.
However, some form of “trust” is always involved, whether
in the technology or teams. Even trusted teams may face
an insider/outsider attack while not fully at fault. Lacking
any trusted breach (or leak) detection technology, leakages
are almost always discovered (up to months) later when the
damage is permanent. The multi-faceted challenge around trust
hinders actions we are already capable of performing, many of
which rely on trusted data-sharing windows. We believe that
trust is becoming the modern bottleneck.
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