
Chest X-Ray Scan Classification

Shoumik Majumdar Shubhanghi Jain
CS 585 Final Project Report

I. TASK 1 : BINARY CLASSIFICATION

For this task, we decided to run three pretrained
models along with our own model. we ran all
four models on the training data with default
hyperparameters to get baseline. Then based on
these baselines decided to go ahead with VGG16
as it gave the best baseline results among all 4
models.

A. Self Created Model

1) Architecture:
• we used 2 convolution layers followed by

pooling layers.
• For both the convolution layers, we used 64

filters with a kernel size of (3x3), stride of 1
and no padding.

• In the 1st dense layer, 256 nodes with the
relu activation function followed by a dropout
layer with a dropout probability of 0.25 is
used.

• The final dense layer has 1 node with a
sigmoid activation as we are dealing with a
binary classification problem.

• The model is fitted using the Adam optimizer
with the default learning rate of 0.005 for
40 epochs. The loss function used is binary
crossentropy.

2) Results: On analysis we realized that this
model did poorly because it have a large number
of parameters(23,935,041) and only around 130
images to train. we tried a much shallow network
as well but that did not improve the results.



B. VGG16 base feature extractor
The second model that we used as a baseline is

the VGG16 based model. we decided to use the
pretrained weights trained on Imagenet and added
our own fully connected layers at the top.

1) Architecture:
• VGG16 is a convolutional neural network

that contains 16 layers and is pre-trained on
Imagenet is used as base feature extractor.

• It has a total of 21,137,729 parameters
(Trainable: 6,423,041 and Non Trainable:
14,714,688).

• In the first fully connected dense layer, we
used 256 nodes with the relu activation func-
tion followed by a dropout layer with a
dropout probability of 0.25.

• The final dense layer has 1 node with a
sigmoid activation as we are dealing with a
binary classification problem.

• The model is fitted using the Adam optimizer
with the default learning rate of 0.005 for
40 epochs. we used binary crossentropy as a
loss function.

2) Results: At the end of 40 epochs, VGG16
based model had a training accuracy of around
96% and validation accuracy of around 90%.

C. VGG19 base feature extractor

The third model that we used as a baseline was
the VGG19 based model. Again, we decided to use
the pretrained weights from imagenet and added
our own fully connected layers at the top.

1) Architecture:
• The VGG19 is a convolution neural network

with 19 layers having 3 more convolution
layers than VGG16.



• It has a total of 26,447,425 parameters
(Trainable: 6,423,041 and Non Trainable:
20,024,384)

• In the first fully connected dense layer, 256
nodes with the relu activation function fol-
lowed by a dropout layer with a dropout
probability of 0.25 is used.

• The final dense layer has 1 node with a
sigmoid activation as we are dealing with a
binary classification problem.

• The model is fitted using the Adam optimizer
with the default learning rate of 0.005 for
40 epochs. The loss function used is binary
crossentropy.

2) Results: The VGG19 model also did fairly
well with a training accuracy of around 91% and
valiation accuracy of around 95%.

D. ResNet50
The last pretrained mdoel we used in this task

is the ResNet50. As earlier, we used pretrained
weights on the imagenet dataset and added our
own dense layers at the top.

1) Architecture:
• ResNet50 is a variant of ResNet model which

has 48 Convolution layers along with 1 Max-
Pool and 1 Average Pool layer.

• It uses the concept of Residual blocks which
uses activations from previous layers using
skip connections in an attempt to avoid van-
ishing gradients and keep lowe r layers of the
network relevant.

• In the 1st dense layer that we added on top
of the ResNet5feature extractor, 256 nodes
with the relu activation function followed by
a dropout layer with a dropout probability of
0.25 is used.

• The final dense layer has 1 node with a
sigmoid activation as we are dealing with a
binary classification problem.

• The model is fitted using the Adam optimizer
with the default learning rate of 0.005 for
40 epochs. The loss function used is binary
crossentropy.

2) Results: The ResNet50 model has very good
training accuracy at around 98% but very poor
generalization at 50%. Overall the model had low
bias and high variance.



E. Tuned VGG16
In this section, we decided to go ahead with the

VGG16 model as it had encouraging baselines. It
is also a smaller model than VGG19 and hence
we decided to further tune the VGG16 based
model. For parameter tuning, we used sklearns
GridsearchCV function. Hyper parameters which
are tuned are Learning rate, Dropouts and Activa-
tion function and epochs. we ran the model using
3-folds for accurate and better results. Below are
the values used for hyper parameters tuning:

• learning rate: [0.001,0.005,0.01,0.05,0.1]
• epochs: [40,80,120]
• activation:[’sigmoid’,’relu’]
• dropout: [0.15,0.20,0.25]

Through GridsearchCV, we found the best hyper
parameters to be:

• learning rate: ’0.001’
• epochs: ’120’
• activation:’relu’
• dropout: ’0.2’

1) Architecture:
• we used VGG16 pretrained on Imagenet as

base feature extractor.

• In the first fully connected dense layer, 256
nodes with the relu activation function fol-
lowed by a dropout layer with a dropout prob-
ability of ’0.20’ is used which is optimized
though GridsearchCV.

• The final dense layer had 1 node with a
sigmoid activation as we are dealing with a
binary classification problem.

• The model is fitted using the Adam optimizer
with a learning rate of 0.001 for 120 epochs.
The loss function used is binary crossentropy.

2) Results: After tuning and training the model,
we got a validation accuracy of 100% and a
training accuracy of 96%. The validation loss con-
verged to close to 0 and the traning loss was very
low at 0.1068. Overall, we can see that the model
performance improved from that of the baseline
VGG16.

F. TSNE Plot

t-Distributed Stochastic Neighbor Embedding (t-
SNE) is a widely used technique for dimensional-
ity reduction that is particularly well suited for the
visualization of high-dimensional datasets.
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