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Randomness in Computing

LECTURE 8 
Last time
• Markov’s inequality

• Variance, covariance

• Variance of binomial and 

geometric RVs

Today
• Chebyshev’s inequality

• Finding the median of an array
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Recall: variance

• The variance of a random variable X with expectation 

𝔼[𝑋] = 𝜇 is 

Var 𝑋 = 𝔼 𝑋 − 𝜇 2 . 

• Equivalently, Var 𝑋 = 𝔼 𝑋2 −𝜇2.
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Variance: additional facts

• Theorem. For 𝑎, 𝑏 ∈ ℝ and a random variable X,

Var 𝑎𝑋 + 𝑏 = 𝑎2Var 𝑋 .

• Theorem. If 𝑋1, … , 𝑋𝑛 are pairwise independent random 

variables, then
Var 𝑋1 + ⋯ + 𝑋𝑛 = Var 𝑋1 + ⋯ + Var[𝑋𝑛].
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Chebyshev’s Inequality
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[1821-1894]

Pafnuty Chebyshev

Theorem (Chebyshev’s Inequality)

Let 𝑋 be a random variable. For all 𝑎 > 0,

Pr(|𝑋 − 𝔼 𝑋 | ≥ 𝑎) ≤
Var(𝑋)

𝑎2
.

image source https://www.britannica.com/biography/Pafnuty-Lvovich-Chebyshev

Proof: Pr |𝑋 − 𝔼 𝑋 | ≥ 𝑎 = Pr 𝑋 − 𝔼 𝑋 2 ≥ 𝑎2

≤
𝔼 𝑌

𝑎2
 by Markov  

=
𝔼 𝑋 − 𝔼 𝑋 2

𝑎2
 

=
Var 𝑋

𝑎2
 

𝒀 ≥ 0



Chebyshev’s Inequality: Corollary
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[1821-1894]

Pafnuty Chebyshev

Theorem (Chebyshev’s Inequality)

Let 𝑋 be a random variable. For all 𝑎 > 0,

Pr(|𝑋 − 𝔼 𝑋 | ≥ 𝑎) ≤
Var(𝑋)

𝑎2
.

Alternative form: for all 𝑡 > 1,

Pr |𝑋 − 𝔼 𝑋 | ≥ 𝑡 ⋅ 𝜎[𝑋] ≤
1

𝑡2
.

image source https://www.britannica.com/biography/Pafnuty-Lvovich-Chebyshev



Chebyshev’s Inequality: Example 1

𝑋 ∼Bin(𝑛,1/2).  Bound Pr 𝑋 ≥
3𝑛

4
 using Markov and Chebyshev.

Solution: 𝔼 𝑋 =               ; Var 𝑋 = 

Markov: Pr 𝑋 ≥
3𝑛

4
≤

Chebyshev: Pr 𝑋 − 𝔼 𝑋 ≥ ≤

 Pr 𝑋 ≥
3𝑛

4
=

For 𝑛 > 3, Chebyshev is much better!
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Chebyshev’s Inequality: Example 2

Coupon Collector Problem. 𝑋 = # of trials to collect 𝑛 coupons.

    Bound Pr 𝑋 > 2𝑛𝐻𝑛  using Markov and Chebyshev.

Solution: 𝔼 𝑋 =  

             

Markov: Pr 𝑋 > 2𝑛𝐻𝑛 ≤
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Chebyshev’s Inequality: Example 2

Solution with Chebyshev: Recall that 𝑋 = σ𝑖∈ 𝑛 𝑋𝑖, where

• 𝑋𝑖 is the number of trials to collect the 𝑖th coupon

• 𝑋𝑖 ∼ 𝐺𝑒𝑜𝑚
𝑛−𝑖+1

𝑛
• Random variables 𝑋𝑖 are independent  

Var 𝑋 = Var 

𝑖∈ 𝑛

𝑋𝑖 = 

𝑖∈ 𝑛

Var 𝑋𝑖

Var 𝑋𝑖 =
1 − 𝑝

𝑝2
≤

1

𝑝2
=

𝑛2

𝑛 − 𝑖 + 1 2

Var 𝑋 = 

𝑖∈ 𝑛

Var 𝑋𝑖 ≤ 
𝑖∈ 𝑛

𝑛2

𝑛 − 𝑖 + 1 2 = 𝑛2 
𝑖∈ 𝑛

1
𝑖2 ≤

𝜋2

6
𝑛2

Chebyshev: Pr 𝑋 > 2𝑛𝐻𝑛 ≤
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By independence 



𝑖=1

∞
1

𝑖2 =
𝜋2

6

Pr 𝑋 − 𝑛𝐻𝑛 ≥ 𝑛𝐻𝑛

≤
Var 𝑋

𝑛𝐻𝑛
2



Union Bound: an Even Better Solution

Let 𝐹𝑖 be the event that we failed to collect coupon of type 𝑖 in 

2𝑛 ln 𝑛 trials

 

 Pr 𝑋 > 2𝑛𝐻𝑛 =

 Pr 𝐹1 =
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Pr ራ

𝑖∈ 𝑛

𝐹𝑖 ≤ 

𝑖∈ 𝑛

Pr 𝐹𝑖 = 𝑛 Pr 𝐹1

By a union bound By symmetry

1 −
1

𝑛

2𝑛 ln 𝑛

≤



Randomized Algorithm                              
for the Median of an Array

• Given elements 𝑎1 ≤ 𝑎2 ≤ ⋯ ≤ 𝑎𝑛, their median is 𝑎 𝑛

2

.

Task: Find the median of an array if the elements are not sorted.

• Deterministic algorithm (median of medians): 𝑂(𝑛) time.

• Today: simple randomized algorithm: 𝑂(𝑛) time.

• Simplifying assumptions:

– all elements are distinct;

– 𝑛 is odd;

– we can sample from the array in constant time.

• Idea: Sample to find elements ℓ and 𝑢 such that

1.  ℓ ≤ 𝑚 ≤ 𝑢, where 𝑚 denotes the median.

2.  The number of input elements that lie in the interval (ℓ, 𝑢) is small.
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Randomized Median Algorithm
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1. Let 𝑅 be an array 𝑟1, … , 𝑟𝑡, where each 𝑟𝑖 is chosen 
from 𝐴 u.i.r. with replacement, where 𝑡 = 𝑛3/4 .

2. Sort 𝑅.

3. Let ℓ be the 
𝑛3/4

2
− 𝑛 -th smallest element in 𝑅.

4. Let 𝑢 be the 
𝑛3/4

2
+ 𝑛 -th smallest element in 𝑅.

5. Use PARTITION from Quicksort to compute
𝐶 = {𝑎 ∈ A ∣ ℓ ≤ 𝑎 ≤ 𝑢},

𝑛ℓ = 𝑎 ∈ 𝐴 𝑎 < ℓ  and 𝑛𝑢 = | 𝑎 ∈ 𝐴 𝑎 > 𝑢 |

6. If 𝑛ℓ >
𝑛

2
 or 𝑛𝑢 >

𝑛

2
 then fail.

7. If 𝐶 ≤ 4𝑛3/4 then sort 𝐶; otherwise fail.
8. Output the 

𝑛

2
− 𝑛ℓ + 1 -th smallest element in 𝐶.

Input: array 𝐴 of elements 𝑎1, … , 𝑎𝑛
Output: median of 𝐴

View of sorted 𝐴:
Type 
equation 
here.

𝑚 𝑢ℓ

𝑅

𝐶



Analysis

Proof: Bad events 𝓔1, 𝓔2, and 𝓔3

𝑌1 = | 𝑖 ∈ 𝑡 : 𝑟𝑖 ≤ 𝑚 | 

𝑌2 = | 𝑖 ∈ 𝑡 : 𝑟𝑖 ≥ 𝑚 | 

• RMA fails iff 𝓔1 ∪ 𝓔2 ∪ 𝓔3 occurs

Theorem 1

Randomized Median Algorithm (RMA) terminates in 𝑂(𝑛) time.

It outputs either fail or the median.

Theorem 2

RMA outputs fail with probability at most 𝑛−1/4.

𝓔1:  𝑌1 <
𝑛3/4

2
− 𝑛 𝓔2:  𝑌2 <

𝑛3/4

2
− 𝑛

𝓔3:  𝐶 > 4𝑛3/4 

Type 
equation 
here.

𝑚 𝑢ℓ

𝑌1



Analysis

Proof: Recall: 𝑡 = 𝑛3/4. For all 𝑖 ∈ 𝑡 , define

    𝑋𝑖 = ቊ
1 if 𝑟𝑖 ≤ 𝑚
0 otherwise

 

 

By Chebyshev: Pr 𝓔1 = Pr 𝑌1 <
𝑛3/4

2
− 𝑛

Lemma 1. Pr 𝓔1 ≤
1

4
⋅

1

𝑛1/4

𝑌1 = | 𝑖 ∈ 𝑡 : 𝑟𝑖 ≤ 𝑚 |

Type 
equation 
here.

𝑚 𝑢ℓ

𝑌1

𝓔1:  𝑌1 <
𝑛3/4

2
− 𝑛

𝑌1 = 

𝑖∈ 𝑡

𝑋𝑖

𝑝 = Pr 𝑋𝑖 = 1 =

𝔼 𝑌1 =

Var 𝑌1 =

≤ Pr 𝑌1 − 𝔼 𝑌1 > 𝑛



Analysis

Proof: The same as proof for Lemma 1.

    

Lemma 2. Pr 𝓔2 ≤
1

4
⋅

1

𝑛1/4

𝑌2 = | 𝑖 ∈ 𝑡 : 𝑟𝑖 ≥ 𝑚 |

Type 
equation 
here.

𝑚𝑢ℓ

𝑌2

𝓔2:  𝑌2 <
𝑛3/4

2
− 𝑛



Analysis

Proof: Define events

𝓔3,1 holds ⇔ rank of 𝑢 in 𝐴 is

     but we threw out 
𝑛3/4

2
− 𝑛 samples in 𝑅 with a larger value than 𝑢

≥
𝑛3/4

2
− 𝑛 samples in 𝑅 are among                               largest in 𝐴

Lemma 3. Pr 𝓔3 ≤
1

2
⋅

1

𝑛1/4
𝓔3:  𝐶 > 4𝑛3/4 

Type 
equation 
here.

𝑚 𝑢ℓ

𝐶

𝓔3,1:  ≥ 2𝑛3/4 elements of 𝐶 are greater than the median 𝑚

𝓔3,2:  ≥ 2𝑛3/4 elements of 𝐶 are smaller than the median 𝑚

By a union bound, Pr 𝓔3 ≤ Pr 𝓔3,1 + Pr 𝓔3,2 = 2 Pr 𝓔3,1



Analysis

Proof: 

𝓔3,1 holds ⇔ ≥
𝑛3/4

2
− 𝑛 samples in 𝑅 are among  

𝑛

2
− 2𝑛3/4  largest in 𝐴

Recall: 𝑡 = 𝑛3/4. For all 𝑖 ∈ 𝑡 , define

    𝑋𝑖 = ൝
1 if 𝑟𝑖  isamong 

𝑛

2
− 2𝑛3/4 largest elements in 𝐴 

0 otherwise

Lemma 3. Pr 𝓔3 ≤
1

2
⋅

1

𝑛1/4
𝓔3:  𝐶 > 4𝑛3/4 

Type 
equation 
here.

𝑚 𝑢ℓ

𝐶

𝓔3,1:  ≥ 2𝑛3/4 elements of 𝐶 are greater than the median 𝑚

𝑋 = 

𝑖∈ 𝑡

𝑋𝑖



Monte Carlo vs. Las Vegas

• Monte Carlo: a randomized algorithm that may 

fail or produce an incorrect answer.

• Las Vegas: a randomized algorithm that always 

returns the right answer.

• We can get a Las Vegas algorithm from a Monte Carlo algorithm 

that may fail by repeating until it succeeds.
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