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Background and Motivation

Contrastive Pretraining for Vision-Language Foundation models (such as
CLIP) 1. Contrastive pre-training

pepper the Text
/ . 1 1 1 1

Image
Encoder

. a photo of Text
a {object}. Encoder i 1 i i

3. Use for zero-shot prediction
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ImageNet-R (Rendition) Robustness to domain shifts
Siberian Husky (76.0%) Ranked 1out of 200 labels

Superior Zero-Shot performance

Transfer to other dataset
Foodi101

guacamole (901%) Ranked 1out of 101 labels

& Problem: very expensive to train a CLIP-like model! ! !

e Heavy Data Consumption and Data Privacy
o 400M pretraining image-text pairs
o private to OpenAl
e Expensive Training:
o batch-size = 32,768
o largest ResNet model, RN50x64, took 18
days to train on 592 V100 GPUs
o largest Vision Transformer took 12 days
on 256 V100 GPUs
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How to efficiently train a customizable CLIP-like model?

400M+

Paired Image-Tex Student
Unpaired Public Data Foundation Model
Pre-Train ‘ ViT-B/32
(4.4 GFLOPs/Img)
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Our Remarkable Performance

transfer .‘ :

(4.5 GFLOPs/Img)

ZS on IN-1K | ZS on LP on ELEVATER | Robustness
ELEVATER

OpenAl CLIP-VIT-B/32 63.4% 57.2% 78.2% 48.6%
Distill-VIT-B/32

(Constructed NLP Corpus) 66.5% 56.4% 79.2% 50.2%
Distill-VIT-B/32 *

(Caption Corpus)) 64.8% 55.0% 78.6% 49.4%
Distill-VIT-B/32 *

(Task-Aware + Captions)) 66.1% 57.7% 79.4% 50.4%

Unknown Downstream Tasks
+ W et 55N
EmARE OEPNS

AEIEBEE Em
ONIR BEE. -

Zero-Shot Linear Probing

e Method  © EVATER IN-IK  ELEVATER
UniCL 272%  28.5% 74.8%
IN-21K UniCL* 409%  51.4% 75.3%
Distil-UniCL*  45.6%  59.5% 76.2%
UniCL 1% 40.5% 77.1%
Trecay  UniCL® 44.6%  58.7% 75.4%
Distill-UniCL*  47.6%  60.0% 76.6%

Question: What logits should we distill in the open-vocabulary image recognition task?

We find out the choice of text corpus is critical.

Key Contribution 1: Three Distillation Losses

1. The World's End - World ... News Photo

2. Young woman with hat enjoying the nature.

3. Floating sculpture very strange ob s
4. one room , two choices ...
5. A photo of car.
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We propose the Pseudo Text Corpus anJ Pseudo VL knowledge distillation loss
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Key Contribution 2: Construct the visually-grounded Text Corpus

Algorithm 1: Constructing text corpus 7

Input : image embeddings I/ as defined in Eq.15. A
large text corpus Tiarge-
Output : Selected text corpus 7, and |7 | =~ ||
1 Uiet +— U, Tavait ¥— Tiarge, T +— 0, U, = o0
2 whileU.;s #0 and |U.s|/Up < 0.95do
3 U, = Uiert|, Matched = dict()
4 foru € L(cht .

/* find the best text that
matches the image * /
5 t(u) = argmax s(u, B - g4(t)) 4
teTavuxl
6  Matched|u| = t(u)

7 for u,t € Matched.items():
/* For all images matching to the

same text, pick the first
match * /

ift c 7;vail .
9 Ucht < U\{’U}
10 Tavait ¢— 7-c'xva-il\{t}9 Tadd(t)




