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Background and Motivation

Key Contribution 1: Three Distillation Losses Key Contribution 2: Construct the visually-grounded Text Corpus

How to efficiently train a customizable CLIP-like model?
Contrastive Pretraining for Vision-Language Foundation models (such as 
CLIP)

Superior Zero-Shot performance   

Problem: very expensive to train a CLIP-like model! ! ! 

● Heavy Data Consumption and Data Privacy
○ 400M pretraining image-text pairs 
○ private to OpenAI

● Expensive Training: 
○ batch-size = 32,768 
○ largest ResNet model, RN50x64, took 18 

days to train on 592 V100 GPUs 
○ largest Vision Transformer took 12 days 

on 256 V100 GPUs

Real

Transfer to other dataset Robustness to domain shifts

Domain shift

Our Remarkable Performance

Question: What logits should we distill in the open-vocabulary image recognition task? 
🌟🌟🌟 We find out the choice of text corpus is critical. 

We propose the Pseudo Text Corpus and Pseudo VL knowledge distillation loss

ZS on IN-1K ZS on 
ELEVATER

LP on ELEVATER Robustness

OpenAI CLIP-VIT-B/32 63.4% 57.2% 78.2% 48.6%
Distill-VIT-B/32
(Constructed NLP Corpus) 66.5% 56.4% 79.2% 50.2%

Distill-VIT-B/32 *
(Caption Corpus)) 64.8% 55.0% 78.6% 49.4%

Distill-VIT-B/32 *
(Task-Aware + Captions)) 66.1% 57.7% 79.4% 50.4%


