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ABSTRACT

Neighborhood sampling is a critical computation step in
graph learning with Graph Neural Networks (GNNs), often
accounting for the majority of the training time. To mitigate
this bottleneck and scale training to very large graphs, exist-
ing approaches offload the sampling computation to GPUs or
computational storage, such as SmartSSDs. Given the ubig-
uity of multi-core CPUs and high-throughput SSDs, we inves-
tigate a simpler design that performs CPU-based sampling,
making GPU resources fully available to the aggregation
stage of training instead. We propose RINGSAMPLER, a new
GNN sampling system that leverages io_uring to support
efficient training of billion-edge graphs on a single machine.
RINGSAMPLER parallelizes sampling by transparently assign-
ing mini-batches to threads and effectively overlapping com-
putation with I/O operations. Our results show that RINGSAM-
PLER significantly outperforms SmartSSD-based sampling
on large graphs and is competitive with GPU-accelerated
approaches on graphs that fit in main memory.

CCS CONCEPTS

« Computing methodologies — Neural networks; « In-
formation systems — Computing platforms.
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1 INTRODUCTION

Graph Neural Networks (GNNs) [38] have been extensively
used in machine learning tasks that require learning from
graph-structured data. GNNs capture relationships and de-
pendencies between entities in a network, making them
suitable for applications such as as node classification, link
prediction, and recommendation systems [11, 19, 36, 37].

Neighborhood sampling [2, 10, 13] can be a significant bot-
tleneck in graph learning. Empirical studies have shown that
it often accounts for more than 50% of the overall training
time, and in some cases, exceeds 90% of the end-to-end exe-
cution time. This overhead is primarily due to the irregular
memory access patterns and poor data locality inherent in
the sampling process, which introduce substantial delays
during data preparation. [9, 15, 17, 24, 25] As a result, vari-
ous sampling acceleration approaches have been proposed.
Nextdoor [15] and gSampler [9] offload sampling to GPUs,
however, they are restricted by the capacity of GPU memory.
Even for small graphs, the sampling computation competes
for GPU resources with the aggregation stage, potentially
increasing end-to-end training time. Ginex [25] and Mar-
iusGNN [30] support training on large graphs by loading
edge partitions from SSDs to memory but they suffer from
unnecessary I/O [29]. To avoid the data transfer overhead,
FlashGNN [23], SmartSAGE [20], and BeaconGNN [32] push
the sampling computation to the SSD controller.

In this paper, we propose RINGSAMPLER, a new GNN sam-
pling system that leverages io_uring to effectively address
the sampling bottleneck and fully utilize modern multi-core
CPUs and SSDs. RINGSAMPLER supports neighborhood sam-
pling on larger-than memory graphs, without requiring any
specialized hardware. We make the following contributions:

e We design and implement RINGSAMPLER, an io_uring-
based GNN sampling system tailored for multi-core CPUs
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and SSDs. RINGSAMPLER leverages an index-based sam-
pling mechanism to avoid unnecessary data movement,
retrieving only the sampled neighbors from disk.

e We implement a multi-threaded, asynchronous sampling
engine that fully utilizes multi-core CPUs and achieves
non-blocking execution by overlapping I/O preparation
and completion.

e We conduct a comprehensive experimental evaluation,
across multiple datasets and sampling systems, including
in-memory, GPU-based and SmartSSD-based baselines.

When compared to out-of-core systems, RINGSAMPLER ex-
hibits significant benefits, achieving up to 52x lower sam-
pling time per epoch. Our results show that RINGSAMPLER is
competitive even against in-memory and GPU-accelerated
approaches, while it can also be suitable for on-demand sam-
pling in near-real-time GNN serving settings. We have re-

leased our code and experiments for public access’.

2 BACKGROUND AND RELATED WORK

In this section, we provide background on GNN sampling
and discuss existing GNN sampling approaches and their
limitations, which motivate us to design RINGSAMPLER.

2.1 GNN Sampling

To keep the learning cost controllable and make GNNs friendly
to GPU architectures, many GNN algorithms perform sam-
pling to construct fixed-size mini-batches for training and
inference [18, 28, 33]. Sampling bounds the computation com-
plexity and avoids load imbalance in graphs with skewed
degree distribution. Most GNN methods perform sampling
either per-node, so that each vertex selects a subset of its
neighbors at each layer [3, 5, 6], or per-layer, so that multiple
vertices are selected simultaneously for each GNN layer in a
single step [1, 14, 39]. Subgraph-based sampling techniques
have also been proposed, though these require an expensive
pre-processing step to partition the graph into clusters [4].

In this work, we focus on the GraphSAGE [10] node-wise
sampling model. GraphSAGE training proceeds in epochs
and within each epoch, nodes are divided into mini-batches.
Nodes selected for training within a mini-batch are called
target nodes. GraphSAGE recursively samples neighbors of
target nodes, uniformly at random, up to k hops (layers), to
form subgraphs for weight aggregation. The sample size per
layer is defined by the fanout parameter.

Figure 1 shows an example of the sampling process on
a 2-layer GraphSAGE model with a fanout of {3, 2} for the
first and second layer, respectively. Given target node 1, we
randomly select neighbors {2, 3, 6}, which serve as target
nodes of the next layer. Next, we randomly select up to two

Thttps://github.com/CASP-Systems-BU/RingSampler
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Figure 1: GraphSAGE 2-hop sampling example

neighbors per target node, generating the sample {10, 14, 12,
5, 10}. The list of sampled nodes is dedupliacted in between
layers, so that target nodes are unique.

2.2 Existing GNN sampling systems

We divide existing systems into three categories, based on
where the sampling computation is executed, and we analyze
the strengths and limitations of each approach.

2.2.1 Out-of-core CPU-based systems. To handle large-scale
graphs without distributing tasks across multiple machines,
CPU-based systems such as MariusGNN [30], Ginex [25] and
GNNDDirive [16], leverage SSDs for graph storage and per-
form sampling on a single machine. They acknowledge the
overhead introduced by frequent data movement between
storage layers and propose solutions to address this issue.

Due to the nature of GNNs, a node may get repeatedly
sampled across different layers. MariusGNN mitigates this
redundancy by reusing previously sampled neighbors across
layers. However, this reuse compromises the randomness of
sampling and may affect model accuracy. On the other hand,
Ginex constructs a neighbor cache during offline preprocess-
ing, storing the neighbors of important nodes in memory.
During training, only nodes not in the cache are fetched from
the SSD. GNNDrive employs storage-efficient APIs and asyn-
chronous I/0 but it does so only during the feature retrieval
stage, while it performs neighborhood sampling in memory.

While the above approaches reduce data movement, they
still load the full neighborhood of each target node into main
memory during sampling. Since only a subset of neighbors
is actually used, this leads to unnecessary I/O.

2.2.2 GPU-based systems. Leveraging the massive paral-
lelism of modern GPUs, systems such as DGL [31] (GPU
mode), Nextdoor [15] and gSampler [9] demonstrate signifi-
cantly better performance than CPU-based sampling meth-
ods. The typical workflow of GPU-based sampling approaches
involves three steps: (i) transferring the graph data from main
memory to GPU memory, (ii) performing the sampling al-
gorithm and, (iii) copying the sample back to the CPU for
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Figure 2: RINGSAMPLER overview

downstream tasks. Additionally, techniques such as CGC
compression [35] minimize transfer costs by compressing
graph representations. Yet, GPU-based systems require the
graph structure to fit either in GPU or CPU memory, render-
ing them unsuitable for training very large graphs. Moreover,
this design creates contention for GPU resources, leading to
inefficient resource utilization. For instance, in our experi-
ments with DGL in GPU mode, we observed that DGL’s GPU
pipeline performs both sampling and feature access on the
GPU, resulting in nearly zero CPU usage during training.

2.2.3 In situ SSD-based systems. SSDs have been widely
used in disk-based and GPU-based systems as additional
storage. However, frequent data movement between SSDs
and computation memory can become a significant bottle-
neck, prompting the development of systems that perform
sampling directly on SSDs. Notable SSD-based systems in-
clude SmartSAGE [20], FlashGNN [23], and the SmartSSD-
based sampling system [29]. Despite their advantages, in situ
sampling systems rely on specific hardware characteristics,
making them challenging to adopt broadly. Further, due to
the limited compute capabilities of storage devices, they do
not perform as well as other sampling approaches, as we
demonstrate in Section 4.2.

3 GNN SAMPLING WITH I0_URING

To address the limitations of existing GNN sampling sys-
tems, we propose RINGSAMPLER, a CPU-based system that
leverages high-bandwidth SSDs and io_uring to perform
efficient sampling on larger-than-memory graphs on a sin-
gle machine. In this section, we describe how RINGSAMPLER
avoids loading entire node neighborhoods in memory by
constructing an in-memory offset index and how it effec-
tively parallelizes sampling across mini-batches to utilize the
available I/O bandwidth and achieve non-blocking execution.
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3.1 System overview

Data Preprocessing. Since RINGSAMPLER is designed to
store graph data on SSDs and perform sampling on the CPU,
efficient data access is critical. To leverage io_uring’s effi-
cient random I/O, we design a hybrid data structure consist-
ing of two in-memory index structures and one on-disk edge
file. We use an in-memory target index array to store target
nodes. Given n threads, we divide the array into n batches,
with each thread independently processing its assigned batch
to ensure a balanced workload. The edge file is constructed
by sorting all edges based on their source nodes, then storing
only the destination nodes as a flat list of integers. This or-
ganization ensures that all neighbors of a given source node
are stored contiguously on disk. Alongside this, we build
an in-memory offset index, where the neighbors of node x
reside in the range [offset_index[x], offset_index[x + 1]) in
the edge file. This allows sampling to operate directly on
index ranges, as each neighbor can be uniquely identified by
its offset index rather than by its actual value.

To support efficient parallel processing, RINGSAMPLER allo-
cates three thread-local workspaces for intermediate storage
of offsets, neighbors, and target nodes. Each workspace is
partitioned such that threads access only their assigned re-
gions, avoiding contention. As a result, memory usage scales
with the number of threads but remains independent of the
total number of graph edges.

Sampling. Figure 2 illustrates the workflow of RINGSAM-
PLER, using the graph of Figure 1a to show how it performs
sampling for target node {1}. To sample neighbors for node {1}
(D, RINGSAMPLER looks up its neighborhood range [0, 5) in
the offset index (2). It then randomly selects fanout (3) offsets
from this range (in this case {0, 1, 2}) as the sampled neigh-
bors (3. Using these sampled offsets, RINGSAMPLER submits
io_uring read requests to fetch only the corresponding en-
tries—{2, 3, 6}—from the edge file and load them to memory
@ (© (®. The sampled neighbor values are then stored (7),
and a deduplication step is performed to obtain the unique
set of nodes that will be used as the target nodes for the next
sampling layer (8).

By using offset-based sampling, RINGSAMPLER avoids fetch-
ing full neighbor lists from disk (e.g., neighbors 7 and 11 are
skipped and not loaded). In real-world datasets, a node’s
neighborhood can contain hundred of thousands of neigh-
bors [27]. Thus, this strategy significantly reduces disk I/O
and eliminates unnecessary data loading, without modifying
the sampling algorithm or compromising accuracy.

Eliminating thread synchronization. Figure 3a shows
an example of a multi-threaded sampling approach, where
threads collaboratively process mini-batches, similar to Mar-
iusGNN. However, due to layer dependencies in GraphSAGE
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Figure 3: Parallel and asynchronous design

sampling, this design forces threads to wait for one another
before proceeding to the next mini-batch, causing frequent
synchronization and poor CPU utilization.

To eliminate this synchronization overhead, RINGSAM-
PLER adopts a parallel design where mini-batches are evenly
distributed across threads. Since mini-batches are mutually
independent, threads can process their assigned batches with-
out coordination. To further enable parallelism, each thread
is assigned a dedicated pair of io_uring ring buffers, Sub-
mission Queue (SQ) for storing I/O requests and Completion
Queue (CQ) for storing I/O results.

Overlapping computation and I/0. Beyond inter-thread
synchronization, blocking can also occur because of I/O.
io_uring allows batching a group of I/O operations in a
single system call, with the group size determined by the
buffer capacity, commonly referred to as the Queue Depth.
The lifecycle of processing an I/O groups involves preparing
the I/O operation load on SQ, submitting the request, and
retrieving the result, corresponding to steps 3), @, and ) in
Figure 2, respectively. In a synchronous pipeline, as shown
in Figure 3b, a significant portion of CPU resources is wasted
while waiting for the kernel to complete I/O operations.

To address this inefficiency, we leverage io_uring’s com-
pletion polling mode, which enables the CQ to continuously
poll for I/O results from the kernel without issuing addi-
tional system calls. This allows us to design an asynchronous
pipeline, shown in Figure 3b. While CQ is collecting I/O re-
sults for group-1, we simultaneously prepare I/O requests
for group-2 and load them into SQ. By the time group-2’s I/O
requests are ready, group-1’s results are already available in
the CQ, ready for processing and group-2’s I/O requests can
be submitted immediately. By overlapping I/O completion
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Table 1: Graphs used in the evaluation. The size columns
correspond to the edge list, in raw text and binary format.

Graph V] |[E| Raw Size (GB) Bin Size (GB)
ogbn-papers [12] 111IM 1.6B 24.1 6.8
Friendster [21] 65M  3.6B 30.1 13.5
Yahoo [27] 14B  6.6B 66.9 35.3
Synthetic [26] 134M  8.2B 140.8 31.7
[Z71 RingSampler [0 DGL-UVA B9 gSampler-UVA £ SmartssD
X7 DGL-CPU EEN DGL-GPU B gSampler-GPU [T Marius
102
p
S0 53 8 3 g g
' 8 8 ﬁ 8
I S=S===da Ssss=so
o (cYooXokelumid] 0000 QY
100 & (ofeXeReXelum- (ofoReXeXelun '
ogn»papleOM Friendster Yahoo Synthetic

Figure 4: Performance comparison across in-memory,
out-of-core, and GPU-based sampling systems.

waiting time with I/O preparation, RINGSAMPLER reduces idle
CPU time and maximizes throughput, effectively minimizing
intra-thread blocking.

4 EXPERIMENTAL EVALUATION

We compare RINGSAMPLER ’s performance with various base-
lines and evaluate its scalability under memory constraints
and increasing sampling depth, as well as its suitability for
real-time inference workloads.

4.1 Experimental setting

We conduct all experiments on a machine equipped with an
AMD EPYC (Milan) 7713P 2.0Ghz with 64 CPU cores, 256
GB of DRAM, one NVIDIA A100 80 GB GPU, and a 4 TB
Samsung SmartSSD. The system runs Ubuntu 20.04, PyTorch
2.3.1, DGL v2.3.0, and CUDA 12.1.

We use four real-world and synthetic graph datasets of
varying sizes, shown in Table 1. The size columns correspond
to the edge list only, in raw text and binary format, as node
features are not used in sampling. Unless otherwise stated,
our default configuration uses a GraphSAGE model with 3
layers, fanout of {20, 15, 10}, a mini-batch size of 1024, and
we run RINGSAMPLER with 64 threads. io_uring is set to
completion polling mode and the ring size is 512.

Baselines. We compare RINGSAMPLER with baselines from
all categories of GNN sampling approaches (cf.§ 2.2): Marius-
GNN [30], smartSSD [29], DGL, as an in-memory baseline,
and gSampler [9]. DGL-CPU refers to a configuration that per-
forms sampling on the CPU with graph data in main memory;
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DGL-UVA and gSampler-UVA store data in CPU memory and
use Unified Virtual Addressing (UVA) to transfer data to the
GPU for sampling; and finally, DGL-GPU and gSampler-GPU
store and sample the graph in GPU memory.

4.2 Overall sampling performance

In the first experiment, we compare RINGSAMPLER’s perfor-
mance to that of baselines, across all datasets of Table 1.
We measure the execution time of the sampling phase per
epoch of training and plot average results across five epochs.
Figure 4 shows the results, where OOM signifies that the
experiment failed with an out-of-memory error.

We observe that only RINGSAMPLER and SmartSDD can
successfully complete the sampling computation on the large
graphs. Although Marius is designed to handle larger-than-
memory graphs, it fails on these datasets with an out-of-
memory error encountered during its pre-processing phase.
The FPGA-based SmartSSD system suffers from significant
overhead caused by transferring data from the SSD to FPGA
memory. Moreover, due to the limited computational power
of the FPGA compared to the CPU, its sampling performance
is 30X to 60x lower than that of RINGSAMPLER.

For small graphs, such as ogbn-papers10@Mand Friendster,

DGL-GPU and gSampler-GPU outperform all other systems,
as they can compute sampling entirely in the GPU. Interest-
ingly, though, RINGSAMPLER’s performance is competitive
with that of DGL-GPU, while it is significantly faster than all
in-memory DGL sampling approaches.

These results demonstrate that RINGSAMPLER effectively
utilizes CPU and SSD resources to achieve superior perfor-
mance on very large graphs, without relying on specialized
hardware or GPU acceleration. Further, RINGSAMPLER per-
forms as well as in-memory solutions on small graphs.

4.3 Comparison with out-of-core systems

In the next set of experiments, we take a closer look at the
performance of sampling approaches that support larger-
than-memory graphs. We first evaluate systems under mem-
ory constraints and then investigate how sampling perfor-
mance is affected as we increase the GNN layers. We use the
ogbn-papers dataset for all experiments in this section.

Performance under memory constraints. In this exper-
iment, we evaluate the performance of sampling systems
under memory constraints. In particular, we use cgroup to
limit the available memory during the experiment and mea-
sure sampling duration per epoch. Figure 5 shows the results.

Overall, RINGSAMPLER outperforms Marius by up to 18.5%
and the SmartSSD-based sampling approach by up to 53x.
With only 4 GB of memory, RINGSAMPLER completes one sam-
pling epoch of a billion-edge graph in 20.22s. Additionally,
RINGSAMPLER is the only system that can successfully sample
the graph under a 4 GB limit. This is because RINGSAMPLER
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Figure 6: Latency CDF of per-request inference sam-
pling in RINGSAMPLER, on a workload of 1 million
target nodes

maintains only essential metadata in memory, such as the
target index, offset index, and temporary storage for sam-
pled neighbors. The space complexity of these auxilliary
structures depends only on the number of nodes and is inde-
pendent of the number of edges. For example, RINGSAMPLER
requires roughly the same amount of memory to perform
sampling on the Sythetic dataset, too, despite it having 5x
more edges than ogbn-papers. In contrast, the SmartSSD ap-
proach requires at least 8 GB to store its host-side in-memory
data structures. Marius has higher memory requirements
than the other systems, as it uses in-memory partitions for
both sampling and feature retrieval. To reduce I/O, Marius
partitions graph data and loads selected partitions into mem-
ory for sampling. As a result, it provides a tunable trade-off
between memory usage, sampling performance, and sam-
pling quality. Using fewer partitions improves performance
by reusing memory-resident partitions, but this comes at
the cost of reduced sampling randomness, which can affect
training accuracy [22].

4.4 On-demand sampling performance

In this section, we evaluate the performance of RINGSAMPLER
in the context of GNN inference and demonstrate its potential
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for real-time, on-demand sampling. To simulate a streaming
inference scenario, we select 1 million target nodes from
the ogbn-papers dataset. We set the mini-batch size to 1,
simulating a scenario where individual sampling requests
arrive to the system by concurrent clients. We keep all other
configuration parameters to their default values.

To assess latency and throughput, we log the timestamps
at which each node’s sampling is completed. Figure 6 plots
a latency CDF of the sampling requests. We observe that
RINGSAMPLER maintains low and predictable latency even
under sustained load. For example, 50% of sampling requests
complete within 1.15s, and 90% within 2.07s. The narrow
gap between the median and tail latencies demonstrates
RINGSAMPLER ’s ability to handle real-time sampling requests
efficiently and consistently, making it well-suited for latency-
sensitive inference tasks on large-scale graphs. However, a
smart caching strategy would be needed to further improve
responsiveness, making RINGSAMPLER fully inference-ready.

5 DISCUSSION

Rationale for using io_uring. We chose io_uring over
alternatives such as libaio [8] and SPDK [34] based on
insights from a recent systematic study [7], which compre-
hensively evaluates all three APIs. io_uring offers superior
support for batched and asynchronous I/O via its ring-based
interface, improving efficiency over libaio. Although SPDK
offers better performance, it relies on user-space drivers
and specialized configurations, limiting portability. In con-
trast, io_uring strikes the best balance among performance,
portability, and ease of use—making it ideal for our system.

End-to-end implementation. RINGSAMPLER can be seam-
lessly integrated into existing GNN training frameworks,
such as DGL, with minimal modifications. DGL uses a Dat-
aLoader to perform sampling and generate subgraphs, which
are then passed to the GPU for feature retrieval and model
training. To integrate RingSampler, we can implement a cus-
tom DataLoader that invokes our CPU-based sampler to
prefetch subgraphs asynchronously and yield them as they
become ready. These sampled subgraphs can then be passed
directly to DGL’s GPU-accelerated feature retrieval pipeline.
This design enables an efficient end-to-end system that de-
couples sampling and feature access across CPU and GPU,
allowing both to operate in parallel.

Limitations. RINGSAMPLER currently supports only node-
wise GNN sampling, but we are planning to extend it to
layer-wise sampling [1, 40] too. In addition, the full potential
of io_uring has yet to be fully leveraged. We plan to inte-
grate features such as kernel-side polling mode, which could
further reduce I/O latency in future versions of RINGSAM-
PLER. Our approach can also be combined with other on-disk
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sampling techniques, such as in-situ sampling, to enable
heterogeneous execution that leverages both CPU and SSD
compute capabilities, enhancing overall system efficiency.

6 CONCLUSION

We presented RINGSAMPLER, a novel CPU-based sampling

system built on io_uring, that addresses out-of-core train-
ing challenges in large-scale GNNs. RINGSAMPLER minimizes

unnecessary data movement from disk to CPU memory and

exhibits excellent sampling performance through a parallel

and asynchronous design. Unlike prior approaches that re-
quire loading graph data into memory for sampling, RINGSAM-
PLER is the first to combine disk and CPU by storing graph

data on disk and using io_uring for efficient random ac-
cess. This enables in-memory-like sampling while support-
ing graphs larger than memory.
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Figure 7: Sampling performance of out-of-core systems
as the number of GNN layers increases (ogbn-papers)

A ADDITIONAL EXPERIMENTAL
RESULTS

A.1 Effect of sampling layers

We also evaluate how sampling performance is affected, as
we increase the number of GNN layers, without any memory
restrictions. In the GraphSAGE algorithm, the number of
sampled neighbors increases exponentially with each addi-
tional layer. To assess scalability, we run experiments with
different fanout configurations: [20], [20, 15], [20, 15, 10],
and [20, 15, 10, 5], corresponding to 1-hop through 4-hop
sampling.

In Figure 7, RINGSAMPLER consistently outperforms SmartSSD

and Marius, presenting both lower overall sampling time,
and a slower growth rate compared to the other disk-based
systems. Specifically, RINGSAMPLER achieves over 55x speedup
over SmartSSD across all four hops, and outperforms Marius
by an increasingly wider margin—from 4.8x at 1-hop to
31.3% at 4-hop. While SmartSSD exhibits a growth rate sim-
ilar to RINGSAMPLER as the number of layers increases, its
baseline performance remains substantially lower. In con-
trast, Marius suffers from a steep rise in sampling time as
the number of layers grows. These results demonstrate that
RINGSAMPLER not only delivers the best performance across
all layer depths but also offers superior scalability, making it
adaptable to varying sampling requirements.

A.2 RINGSAMPLER scalability

To evaluate the scalability and effectiveness of RINGSAMPLER
’s multi-threaded design, we measure sampling performance
per epoch while varying the number of threads, keeping
all other configurations at their default values. As shown
in Figure 8, when memory is not constrained, the sampling
time decreases almost linearly with the number of threads,
up to the maximum number of available CPU cores. This
indicates that RINGSAMPLER efficiently utilizes multi-core
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Figure 8: Scalability of RINGSAMPLER sampling over
one epoch with varying number of threads

CPU resources, with minimal contention or synchronization
overhead.

Interestingly, when memory is constrained to 4GB (the
minimum required for RINGSAMPLER to run with 64 threads),
we observe that performance actually peaks at 32 threads.
This is because memory usage in RINGSAMPLER scales with
the number of threads. At 32 threads, there is still sufficient
memory available to cache neighbor data, reducing I/O over-
head. However, with 64 threads, nearly all available mem-
ory is consumed by the two index structures and the three
workspaces, leaving little room for caching and resulting in
more frequent disk reads.

This result also indicates that the minimum memory re-
quirement of RINGSAMPLER can be further reduced when
using fewer threads, without sacrificing performance. These
findings highlight RINGSAMPLER ’s flexibility and scalabil-
ity, making it a practical solution for resource-constrained
environments as well as large-scale graph sampling tasks.
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